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Introduction

Introduction

This guide describes setup and installation o86G& Modular InfiniteStorage™ (MIS) platform.
With two main configurations possible for the erstice (server & storage, or JBOD—Just a
Bunch Of Disks) this guide covers inspecting thipisient, preparing for installation, how to
install, and gives examples of some possible eaterabling options.

Audience

This guide is written for owners/users of the MI&form who need to install the unit themselves,
rather than relying on SGI installation servicess written with the assumption that the reader
has a good working knowledge of computers, sermetsyorking, hardware, software and RAID
arrays.

Important Information

The following section details several safety préioas that should be observed at all times. First,
the MIS requires the proper environment in whicbgerate. Second, a fully loaded MIS platform
can weigh up to 220Ib. Third, electricity is a nragoncern, especially Electrostatic Discharge
(ESD), detailed later in this section. Please tbade sections carefully prior to set up.

CAUTION

Observe all ESD precautions. Failure to
do so can result in damage to the
equipment.

007-5924-005 XV
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CAUTION

Do notapplyfloor plating over open floor
tiles. Unsupported floor plating can
collapse under heavy equipment and
result in damage to the computer
equipment.

<

Environmental Requirements

XVi

The following are the environmental requirementstie MIS platforms.

Operating temperaturd1® to 95° F [5° to 35° C] (up to 5,000 ft. [1,5001])
— Derate max temperature (95° F [35° C]) by 1.8° Faenheit
[1° Celsius] per 1,000 ft. [305 m] of altitude abov8,000 ft. [1525 m])
— Temperature rate of change must not exceed 18°[F0° C] per hour

Operating humidity8% to 80% non-condensing
— Humidity rate of change must not exceed 10% relate humidity per
hour

Operating altitudeup to 10,000 ft. [up to 3,050 m]

Shipping temperature40° to 140° F [-40° to 60° C]
— Temperature rate of change must not exceed 36°[#0° C] per hour

Shipping humidity10% to 95% non-condensing
Shipping altitudeup to 40,000 ft. (up to 12,200 m)

Storage temperaturd1® F [5° C] to 113° F [45° C]
— Temperature rate of change must not exceed 36°[E0° C] per hour

Storage humidity8% to 80% non-condensing
Storage altitudeup to 40,000 ft. [up to 12,200 m]
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Safety Precautions
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Do NOT wear loose clothing, such as neckties or untioned shirt sleeves, while working on
the unit. These can be pulled into a cooling fan or tangiezhbling.

Remove ALL jewelry and any metal objects from yourbody, which are excellent electrical
conductors.These can harm you and/or cause short circutieyf tome into contact with printed
circuit boards or powered areas.

Be aware of the locations of the power on/off switcon the chassis as well as the room's
emergency power-off switch, disconnection switch alectrical outlet.If an electrical accident
occurs, you can then quickly remove power fromsystem.

Do NOT work alone when working with high voltage conponents.When working around
exposed electrical circuits, another person shbaldearby, who is familiar with the power-off
controls, to switch off the power if necessary.

Use only one hand when working with powered-on el&ical equipment. This is to avoid
making a complete circuit, which will cause elegdtishock. Use extreme caution when using
metal tools, which can easily damage any electdoalponents or circuit boards with which they
come into contact.

Do NOT use mats designed to decrease static electiidischarge.Instead, use rubber mats that
have been specifically designededsctrical insulators.

The power supply power cords MUST include a groundig plug and MUST be plugged into
GROUNDED electrical outlets.

Do NOT attempt to transport/move a fully loaded MISsystem!An MIS system can weigh up
to 220Ibs. when fully loaded. If the system mustimved, first remove the drives from the
chassis. When lifting the system, two people (dremah end) should lift slowly with feet spread
apart to distribute the weight. Always follow séifeng practices when moving heavy objects.
More information on moving large objects, requirlgvo-person team, is available in the
Centers for Disease Control's, “Ergonomic Guidddifier Manual Material Handling”
(http://www.cdc.gov/niosh/docs/2007-131/pdfs/2002-p8lf)

Power should always be disconnected from the systemhen removing or installing system
components that are not hot-swappablé/Vhen disconnecting power, you should first do arcle
shut down of the operating system, then power dinrsystem, and then unplug all power cords
(the unit has more than one power supply cord).
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The maximum overcurrent protection shall be 50A pempower supply. The overcurrent
protection shall be provided by the facility povdéstribution. All national and local electrical
code would apply. Check with your local licensegcglician for details.

The branch current protection shall be provided bycustomer.All national and local electrical
code would apply. Check with your local licensegcglician for details.

ESD Precautions

charges coming into contact with each other. Antdleal discharge is created to neutralize this

i Caution: Electrostatic Discharge (ESD) is generated by thjeais with different electrical

difference, which can damage electronic componamdsprinted circuit boards.

The following measures are generally sufficientéaitralize this difference before contact is
made to protect your equipment from ESD:

Safety & Emissions

Use a grounded wrist strap designed to prevetit stischarge.

Keep all components and printed circuit boardsB8)0n their antistatic bags until ready for
use.

Touch a grounded metal object before removingotherd from the antistatic bag.

Do not let components or PCBs come into contattt wour clothing, which may retain a
charge even if you are wearing a wrist strap.

Handle a board by its edges only; do not touchateponents, peripheral chips, memory
modules or contacts.

When handling chips or modules, avoid touchingrthims.
Put the server board and peripherals back into dmtistatic bags when not in use.

For grounding purposes, make sure your computessit provides excellent conductivity
between the power supply, the case, the mountstgriars and the server board.

The following is a list of agency approvals for M8 safety and emissions.

Xviii
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Electromagnetic Compatibility

Table 0-1 lists the region and compliance referédac&MC (Electromagnetic Compatibility)

compliance.

Table 0-1 MIS Server Platform Region and EMC Compliance Rafees

Region HCompIiance Reference ‘
Australia/ AS/NZS CISPR 22 (Emissions)

New Zealand

USA/Canada Industry Canada ICES-003 Issue 4

FCC CFRA47, Part 15 Subpart B

CENELEC Europe |EN55022 Emissions
EN55024 Immunity

International CISPR 22/ CISPR 24

Japan VCCI V-3 Certification

Korea KCC KN22, KN24 Verification
Taiwan BSMI CNS 13438 \erification
Russia EAC

Safety Certification

National Recognized Testing Laboratory (NRTL) pd®s the safety certification for ITE
products. NRTL's offer various product markings eeging on the type of products being tested
and satisfactory tests results. Underwriters Latooies (UL) and Canadian Standards
Association (CSA) are typical (NRTL's) that provedeafety certification services for Information.
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XX

Technology Equipment (ITE). Table 0-2 lists the oggand compliance reference for safety

compliance.
Table 0-2 MIS Server Platform Region and Functiofafety Listing Mark
Region HCompIiance Reference
USA/Canada CSA 60950-1 / UL60950-1
CAN/CSA STD C22.2 No. 60950-1
IEC (Europe) IEC60950-1 — CB Certification, CE Mark
Russia EAC

The following documents are relevant to the MISfplan:

MegaRAID SAS Software User Guigeblication number 51530-0x.
MegaRAID 6Gb/s SAS RAID Controllers User Gujagblication number 41450-0x.

Intel Server Boards and Server Platforms Server dd@ment Guide
publication number 37830-002

Intel® Remote Management Module 4 and Integrate€CBMeb Console User Guidpdf)
Revision 2.6 (also refer to thelp files located within the BMC itself, séggure 2-17 on

page 6}

Intel's System Event Log Troubleshooting Guide for EPSEfdrtas Based on Intel Xeon
Processors E5 4600/2600/2400/1600/1400 Product kesi{pdf)

Intel's System Event Log Troubleshooting Guide for EDSEd?fas Based on Intel Xeon
Processor E5 4600/2600/2400/1600/1400 Product Hamil
(http://download.intel.com/support/motherboards/egsb/g90620001 s1400_s4600_syste
meventlog_troubleshooti.pdfor translation of the hex codes used in Alertélm(see

Figure 2-24 on page 70

Intel’s Intel Server Board S2600JF, Technical Product Sipation:

IPMItool comes with Linux. Information on IPMItoakn be found at
http://ipmitool.sourceforge.net/manpage.htmi

IPMIutil is for Windows and is available for dovwaad through
http://ipmiutil.sourceforge.netinformation on this tools can be found at
http://ipmiutil.sourceforge.net/docs/UserGui¢®Gl does not provide support for Windows,
or any Windows utilities.)
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Conventions

Product Support
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* More Information on IPMI can be found through
http://www.intel.com/content/www/us/en/servers/iprhiat-is-ipmi.htmland

http://en.wikipedia.org/wiki/Intelligent_Platform_&hagement_Interface

* SGl InfiniteStorage series documentatibityf://techpubs.sgi.com

* Man pageshttp://www.linuxmanpages.co/

Various formats of SGI documentation, release n@ted man pages are available. The SGI
Technical Publications Libranhttp:/docs.sgi.conj/contains the most recent and most
comprehensive set of online books, release notas,pages, and other information. Refer to the
SGI Supportfolio™ web page for documents which asgequires a support contract (as do the
MegaRAID books cited above). See “Product Suppmitpage xxi. You can also view man pages
by typing man <title> on a command line in Linux.

The following conventions are used throughout tisument:

Convention

Command

variable

[1<.>

GUI element

Meaning

This fixed-space font denotes literal items suchammands, files,
routines, path names, signals, messages, and progng language
structures.

The italic typeface denotes variable entries and/or concepts being
defined. Italic typeface is also used for booletit!

Brackets enclose optional portions of a coamich or directive line.

This font denotes the names of graphical userfater(GUI) elements such
as windows, screens, dialog boxes, menus, toollzarss, buttons, boxes,
fields, and lists.

SGI provides a comprehensive product support aridterence program for its products, as

follows:

« If you are in North America, contact the Technidakistance Center at +1 800 800
4SGl (4744) or contact your authorized service jotev
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Software Downloads

CRU/FRU

XXii

» If you are outside North America, contact the S@sidiary or authorized distributor in
your country. International customers can Migip://www.sgi.com/supportZlick on
the “Support Centers” link under the “Online Sugpbeading for information on how
to contact your nearest SGI customer support center

For Microsoft® products, only Windows® 2008 R2 SBRWHQL certified.

SGI provides the software that has been approveds® on the MIS platforms, including” SGI
approved” versions ofBparty software. These SGI approved versions haea bested for
quality assurance and hardware/software/firmwanepadibility with the MIS. To obtain
software, either contact SGI Customer Supportifermost recent approved versions, or
download from the Supportfolio web sitgtp://support.sgi.confrequires Supportfolio account
and password for access).

Customers who wish to run Windows buy only the hame from SGI. The customer is then
responsible for operating system installation amtfiguration, and all support arrangements with
Microsoft. Drivers, utilities (including IPMlutil)device manager, etc., and other required
software for Windows are ngrovided by SGI. These must be obtained from te&@r
downloaded from Fparty sites

Some of the components on the MIS platform areotnst-replaceable units (CRUs), meaning
that these modules were designed to be repairdaldexpby you, the customer. These include fan
assemblies, power supplies, storage drives, antddvives, all of which are hot-swappable.
However, many of the other components on the M#&qim should be serviced by SGI field
technicians ONLY, so as not to violate the warragyeement. The components are
field-technician replaceable units, or FRUs. liniportant to note that our CRUs can be easily
installed and replaced by customers, which enabdgedy recovery of proper system operation.

For additional information about CRUs, please see:

» Customer Replaceable Units (CRUSs) Installatioridyol
(http://www.sgi.com/services/support/cru/policy.fitm

» Customer Replaceable Units (CRU) and Customer @tidigs
(http://www.sgi.com/services/support/cru/obligagdmtml)
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Purchasable Support & Maintenance Programs

Reader Comments
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SGl provides several comprehensive product sugparimaintenance programs for its products.
SGl also offers services to implement and integtatax-based applications in your
environment.

Refer tohttp://www.sgi.com/services/

If you are in North America, contact the Technidakistance Center at
+1-800-800-4SGl (4744), or contact your authorigedsice provider.

If you are outside North America, contact the S@Gbsidiary or authorized distributor in
your country. Seéttp://www.sgi.com/global/index.htnfibr more information.

If you have comments about the technical accuamtent, or organization of this document,
please contact SGI. Be sure to include the tittedocument number of the manual with your
comments. (Online, the document number is locatede front matter of the manual. In printed
manuals, the document number is located at thernatf each page.)

You can contact SGI in any of the following ways:

Send email to the following addresschpubs@sgi.com

Contact your customer service representative agkdhat an incident be filed in the SGI
incident tracking system.

Send mail to the following address:

SGI

Technical Publications
46600 Landing Parkway
Fremont, CA 94538

SGl values your comments, and will respond to tipeomptly.
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Shipment Overview

Installation Guide

This is an installation guide for the SGI® ModulafiniteStorage™ (MIS) Servers and JBODs.
This guide is for those customers who require, as#er of security or otherwise, thhey
perform installation and first-use of the MIS pratjuather than SGI installing and performing
initial set-up. Please refer to tB&1® Modular InfiniteStorage™ (MIS) User Guide, sien 1.5
for instructions for use past initial installation.

Shipment Overview

007-5924-005

To reduce the chassis weight for shipping and liasian, the system ships with the drives in drive
carriers, removed from the chassis. You will neehstall the drives into the locations specified
on the attached labels after the chassis is iest#ll the rack.

The rail kit that ships with the system must bedusesupport the product. This rail kit enables the
system to slide forwards and backwards in the fackervice access.

The procedures required to install a system witleatel on which configuration is ordered:

If an SGI D-rack configuration is ordered (Figur&)l-one or more chassis ship in the rack and
the drives ship in separate boxes. The rail kitsatneady installed in the rack and on each chassis
and the chassis are installed in the rack. You img#dll the drives into the chassis in the loaadio
specified on the attached labels. Refer to “Acctinzion” on page 4 for more details.

If a configuration without a rack is ordered, thessis and drives ship in separate boxes. You
must install the rail kit in the customer’s racklam each chassis and then two people are required
to install each chassis in the rack. You must thetall the drives into the locations specified on
the attached labels. Refer to “Installing MIS Riatfis” on page 5 for more details.



Installation Guide

Inspecting a Shipment

It is important that you inspect all equipment ieed from a shipping carrier before signing for
the shipment. Be sure to do the following when simive at a site to install equipment and when
you receive equipment directly from a shipping ieaur

1. Inspect the shipment.
» Does the number of pieces received match thebidding?
» Have boxes been opened or is there damage tatkagng?
2. Open the shipment.
» After removing the packaging, is there any visitlgnage?
3. Record any issues/problems (if applicable).
» Use the hill of lading to record any issues disred during the inspection.
e Take photos of all visible damage.
» Sign for the shipment after making notes on thieobiading.
4. Report the issues to SGI.
Contact the Customer Support Center (CSC) at 18834744 (in the United States; refer to

http://www.sgi.com/support/supportcenters.hfarl other local numbers) to begin the
replacement process.

Take photos of any damage and in your messagesepseand a brief description of the problem
to ships@sgi.comA coordinator will contact you about the problem.
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Shipment Overview

Figure 1-1 SGI Destination Rack (D-Rack)
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Acclimatization

Preparing to Install

Required Tools

If the equipment has been in transit for more tbdmours to reach the install site, then a wait is
required, especially for HDDs. To acclimatize thgpment, wait to 8 hoursfor the equipment
to acclimate to the data center environment bgfoweeeding with the installation.

Caution: Failure to let equipment acclimate can cause cosaten damage to the equipment.

Uncrate the rack and inspect the shipment for amyatje. (Refer to “Inspecting a Shipment” on
page 2.)

Be aware that the increased weight and size afitheacks can cause the racks to tip over if the
racks are improperly handled. To minimize your gvensonal risk of injury, use extra care and
allow extra time when moving racks.

Be sure to evaluate the path you will be movingckralong before moving the rack. Plan the
move by anticipating any issues and removing arsyambes. Use extra caution during the actual
move and roll the rack on to the data center floor.

The following tools are required:

* #1 and #2 Phillips screwdrivers,
* Long #2 Phillips screwdriver,

* Flat-head screwdriver,

» Thin-tipped flat-head screwdriver
* 10mm hexagonal socket wrench,

* A wheeled cart with breaks, sturdy enough to ttb&dchassis, and on which to work.

Note: Screwdrivers with magnetic tips are recommended.
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Installing MIS Platforms

Installing MIS Platforms

After a shipment has been inspected (page 2) atidated (page 4) to the location, there are two
scenarios for installing MIS platforms (server amd/BOD). One way is to install the platforms
into a rack that is already on location (D-Rackthrer supported rack systems). The next scenario
is installing MIS platforms that have been shippedn SGI D-Rack. In this scenario, the chassis
are already installed into the rack, and the driveee shipped separately.

To install an MIS platform into a rack that is @dy on location:

1. Firstlocate all boxes in the shipment. Theraufhbe a single box that holds each chassis
and multiple boxes with drives for each chassislt{dax holds up to 20 drives).

2. Next, the rolling rails that support the MIS chiasn the rack must be installed, and the
chassis placed into the rack, following the racdcpment guide provided in the cabling
guide (page 26). These procedures requires two peopl

3. Once the chassis is installed into the rackdihess can be installed into their carriers, and
the drives with carriers can be installed intoshistem (page 23).

4. Following this, the chassis can be returned éa#ick in the stowed position (page 20). That
complete, the system can be cabled and powered on.

5. If there are no faults, the system can then peado its desired configuration.

To install a system that is shipped in a D-Rack:

1. Firstlocate all boxes in the shipment. Thereutthbe a single box that holds the D-Rack
and multiple boxes with drives for each chassislt{dax holds up to 20 drives).

2. Go straight to the instructions for “Sliding tBeassis Forward/Backwards” on page 20, and
continue following the instructions from there.

Installing the Front Bezel Grille

007-5924-005

The MIS Chassis ships without the front grille aetttad. There are two or three cables (one or two
for control panel functionality, and one for thels8etwork interface) at the the front left corner
of the chassis (Figure 1-3). These cables mustthetetd to their corresponding sockets on the
front bezel grille, before attaching the grillethe chassis. To do so, follow these instructions.



Installation Guide

1. Orient the front bezel grille so that the lefdém edge containing the sockets (Figure 1-2)
lines up with the front left edge of the chassisrehthe cables protrude.

2. Use the two latches on the bezel grille to hétach it to the chassis on the left side, and
work from the right side (swinging it open like aat, rather than top or bottom, for ease of

cabling).

Figure 1-2

|
1
4
4
4
&
i

Figure 1-3 Chassis Front Cables
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Installing MIS Platforms

3. Plug the ribbon cable(s) into their correspondiogtrol panel socket (Figure 1-4).

Figure 1-4 Control Panel Ribbon Cables Attached to Front Bezel

4. Plug the network cable into the underside of3BB network interface (Figure 1-5s).

Figure 1-5 S9D Network Interface Cable
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5. Once all the wires have been successfully coedestving the grille shut such that it can be
shapped into place on the front of the chassigusia attached tabs (Figure 1-6). Push
firmly but gently to attach the front grille.

Figure 1-6 Front Bezel Grille Attach Tabs

D-Rack Stiffener*

Note: The following procedure is for installing into aRackalready on locationwhere the
customer is required to install the outer railgitite SGI D-Rack] hese instructions are
for SGI D-Racks on location ONLY.SGI D-Racks shipped with chassis will come
pre-installed with rolling rails and D-Rack Stifiem

If you are installing rails into a SGI D-Rack orcédion, it will require installation of the D-Rack
Stiffener. This item is two brackets: the attachtr@ate with a wedge-shaped cut-out
(Figure 1-7), and the adjustment plate with intdting tabs (Figure 1-8).
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Installing MIS Platforms

Figure 1-7 D-Rack Stiffener Attachment Plate

Figure 1-8 D-Rack Stiffener Adjustment Plate
These two pieces come together to form a single kieaid together by two vertical 6x16 metric

hex flange bolts (Figure 1-9, in cyan) to make thR&rk Stiffener, and attached to the D-Rack
using four bolts (Figure 1-9, in magenta).
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Figure 1-9 D-Rack Stiffener Bolts

Figure 1-10 D-Rack Stiffener

1. Due to their construction, it is easiest to jihia brackets together first, and then attach the
D-Rack Stiffener to the D-Rack.

2. Attach the inner bracket to the outer bracketgigihe vertical bolt and socket wrench
(Figure 1-9). Danot tighten these bolts all the way. They will be uksdr for altering rail
aligning using the alignment tool.
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Installing the Rolling Rails

Note: The screws that attach the D-Rack Stiffener ta#o& can be tightened all the way.

3. Attach the the D-Rack Stiffener to the D-Rackiggie four support screws. There are six
holes available for the screws, but two will bedided. Use the remaining four holes
(Figure 1-9).

Note: When installing, leave the vertical bolts of theRaek Stiffener loose. The vertical bolts
in the D-Rack Stiffener will allow the rails to aéjusted later using the alignment tool.

Installing the Rolling Rails

These instructions are for installing the rollirgls on chassis shipped separately (i.e., notin a
rack) The rolling rails are used to support thessksin the rack and provide ease of movement
out the front and back of the rack, for easier saigr serviceability (Figure 1-11).

Figure 1-11 Rolling Rails
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Shipping Tabs

The MIS rolling rails are shipped with safety shimptabs to keep the rails from rolling out during
shipping. These tabs will need to be removed poioemoving the inner rolling rail from the outer
rail.

Figure 1-12 Safety Tab on Rolling Rails

1. Remove the screw holding the safety tab in plesteg a phillips screwdriver.
2. Remove the shipping tab from the rails.

The rails can now be separated. Keep the tabsaeds in a safe place for possible future use
(such as shipping the unit to another location).

Installing the Outer Rails
1. Hold up the outer rails up to the rack to detewanif their depth is correct.
2. If the rail cannot be secured to the rack aftbiet and rear, perform the following steps.
a. Remove the four screws that hold the rear mogmiate to the rail.

b. Move the rear mounting plate until the depthhef tail is correct for the depth of the
rack.
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Installing the Rolling Rails

c. Secure the screws on the adjustment plate firmpjace.

Note: For these next steps, it is helpful to use two peop

d. Use the long phillips screwdriver to fasten tharrscrews of the rail to the rack (2 & 5
in Figure 1-13). Keep these screws loose for ladgrstment.

Figure 1-13 Fasten the Rails to the Rack

3. Attach the rail to the rack at the front using fitrews provided, keeping them loose for later
adjustment (1 & 4 in Figure 1-13).
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Aligning the Outer Rails

Warning: These stepsnustbe taken or the wheels of the inner rail can get
bound to the outer rail, causing the chassis to gstuck.

1. Tighten the screws on the left reiimpletely:middle bolts first (for D-racks), then the front
screws, and lastly, the rear.

2. Using the included alignment tool (Figure 1-1#¥kdrt it into the rails so that it rests on the
inner track of the outer rails, just as a chassiald:

Figure 1-14 Alignment with the D-Rack Stiffener Vertical Bolt
3. Adjust the right rail until it is flush with thalignment tool and the left rail. Ensure that the

tool can be slid smoothly from the front to reatlo rack. (This step is also best
accomplished with two people, as shown in Figur&l-1
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Installing the Rolling Rails

Figure 1-15 Adjustment Using the Alignment Tool

4. Tighten the screws on the right rail in ordefroht then back, leaving the middle bolts last

(for D-racks), so as to keep as straight an aligriras possible.

Double-check the alignment by moving the alignhteal through the rack. There should be
no play between the alignment tool and the ragyyre 1-16)

Figure 1-16 Slide the Alignment Tool from Front to Back

6. When satisfied, remove the alignment tool from ridck.
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Installing the Air Ducts

16

The air ducts are installed in the rack and ar&liesl direcly above the rails. The remain in the
rack to provide the proper air flow when the chagsin the stowed position.

1. Place the left air duct above the left rail.

2. Using its mounting screws, attach the air dut¢héorack.

Note: Some air ducts use a Velcro strip in place of aséscrew. If this is the case, place the
hook side of the Velcro on the air duct tab, arelftizzy size of the Velcro on the outside of the
outer rail.

3. Repeat this for the right side.

Figure 1-17 Air Duct above Outer Rail
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Installing the Inner Rolling Rails

1. Align the rolling rails to the chassis so that thord ‘Front” is at the front of the chassis

Note: The word ‘Front” will be upside-down on one side of the chassig\{fe 1-18).

Figure 1-18 Align Rails toFront

2. Locate the six support tabs along the side othassis (Figure 1-19).
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Figure 1-19 Support Tabs

3. Slide the rolling rail beneath the support tabste side of the chassis until it locks firmly
into place.
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Installing the Rolling Rails

Figure 1-20 Place Safety Latches in Unlatched Position

4. Using the included screws, attach the rollingtoathe chassis. Make sure the screw heads
are counter-sunk, so as not to catch on anythirenwalling in the rack.

5. You may have to move aside a safety latch inra@stall some rolling rail screws. Be
sure to set the safety latches back to their hooséipns after rolling rail installation

(Figure 1-21).
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Figure 1-21 Return Latch to Home Position

6. Do this for both sides.

Install the Chassis to the Rack

1. Using two people, line up the inner rails on ¢hassis with the outer rails in the rack. Slide
the chassis into the rack.

2. Motion into the rack will stop, by design, whée first set of safety latches on the inner rails
catch in position on the outer rails. Move the safatches to the unlatched position and
continue to place the chassis into the rack.

3. Test the motion of the chassis in the rack byinpit forward and backwards in the rack.
This should only require one person to roll thekrfirwards and backwards. The chassis
should catch and latch at 20" from either sidehefrack.

Sliding the Chassis Forward/Backwards

To slide the chassis out in either direction, fallinese steps:

1. Push the two release latches in, at the lefrigind sides and in the center of the rail mounts,
towards the center of the chassis.

2. Pull the chassis out using the handles. The shadklatch at the 20" limit.
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Removing the Front or Rear Chassis Cover

3. To slide the chassis back in, depress the tveasel latches near the rail and slide it back in.

Caution: Make sure that onlgne person moves the chassis in the rack at any given It is
possible to get your fingers caught in the latabregither end if, while you're trying to push the
chassis back into a locked position, someone elseentlypulls from the other side. This can
trap your finger between the metal edges of tHewaunt and the rack (potentially resulting in
injury). For more precautions, please see “Safe¢g&utions” on page xvii.

Removing the Front or Rear Chassis Cover

As shown in Figure 1-23, the top of the chassi#fisdated; that is, there are front and rear clsassi

covers. Except for power supply maintenance, allise actions require that you remove the front
or rear chassis cover, detailed below.

1. Remove the single security screw from the colagure 1-22).

Figure 1-22 Top Cover Security Screw Removal

2. Push the detent, and slide the cover out andamp the chassis.
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Figure 1-23 Front & Rear Chassis Covers

Selecting Which Side to Access

22

If you are servicing any of thfans or StorBricks 0-4, or using theMIS-S9D Proprietary
Network Interface, access them through tRRONT of the rack, and extending the chassis out
forward.

If you are servicing thboot modules StorBricks 5-8, server modules JBOD /O modules,
internal or external cabling, access them through tREAR of the rack, and extending the
chassis out backwards.

Table 1-1 Access Points
Target HAccess Instructions
Boot Module REAR access, extend chassis BACKWARDS

Drives in StorBrick 0-4 Extend chassis FORWARD
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Installing the Drives

Target HAccess Instructions

Drives in StorBricks 5-8 REAR access, extend cha8B8BKWARDS

Exterior Air Ducts FRONT access, extend the chaB8i6KWARDS

External Cabling REAR access, no need to extendthssis from the rack
Fans Extend chassis FORWARD

Internal Cabling REAR access, extend chassis BACKWSR

JBOD 1/O Modules REAR access, no need to extendhhssis from the rack

MIS-S9D Proprietary FRONT panel, on top of the grille.
Network Interface Port

Power Supplies REAR access, no need to extend #ssishfrom the rack

Server Modules REAR access, no need to extend #sishfrom the rack

Warning: Only extend ONE (1) MIS chassis out of a rack in #ier direction at any given
time (e.g., one chassis extended backwards and arassis extended forwards — OK; two or
more chassis extended out forwards or backwards —AD). Too much weight in either
direction can potentially tip the rack over, causimg injury or death.

Installing the Drives

007-5924-005

Drives are labeled with chassis, StorBrick, angelimformation. To install the drives, first slide
the chassis forward out of the rack to access &tk80 through 4. Drives must first be installed
in drive carriers before being installed into therBricks. To install a hard drive into the hard
drive carrier, perform the following steps.

Important: Due to thermal requiremengdrive slots O, 1, and 2 must always be
populated in every StorBrick, with drives all the same model and size form factoihis
sets up proper air flow through the system.

Boot drives are installed with the bottom of eadkealfacing the bottom of its partner drive.
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Warning: Boot Drives CM0-0 & CMO0-1 are installed in single srver ONLY. Be sure to
install them into the correct drive slots.nstalling the boot drives in thewrong slotrequires
acomplete reinstall of the operating systemnce returned to the correct
slots.Boot Drives CM0-0, CM0-1, CM1-0, & CM1-1 are all irstalled in dual sever.

Figure 1-24 StorBrick Module with Drive in Carrier

1. Locate the drives for StorBricks 0-4 and ordentlon a cart according to the labels on the
drive carriers.

2. Pull the chassis from the front of the rack ($d&ling the Chassis Forward/Backwards” on
page 20).
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Figure 1-25 System Layout Diagram — Drive & Fan Placement

Figure 1-26 System Layout Diagram — Chassis Rear View

007-5924-005 25



Installation Guide

Remove the front chassis cover by first removisgafety screw, then by pressing the top
cover button and lifting the cover from the chagsée “Removing the Front or Rear Chassis
Cover” on page 21).

Place the corresponding drive into its drive &osystem layout diagram, Figure 1-25, is
also provided on the inside of one of the top dsassvers). Press the drive firmly into the
StorBrick. You will know the drive is in place whéme latch on the top of the drive carrier
shaps into place.

When all drives are in their correct slots, pldeetop cover on the chassis and secure it with
its safety screw.

Move the chassis to the stowed position in tick.ra

From the rear of the rack, move the chassis acitwards and repeat the above steps for the
rear of the chassis (StorBricks 5-7 for a served, 58 for a JBOD).

Cable Guide & Chassis Rack Location

26

For systems that have multiple chassis, deterrhia@itoper location for each chassis in the rack:
an MIS server platform can support up to four MBE®D enclosures.

Figure 1-27 JBOD I/O Module Port Diagram
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Cable Guide & Chassis Rack Location

JBODs connect to the MIS Server using an exterish HHBODs require the presence of an
external HBA to connect to the MIS Server. Each Hia# support up to two JBODs, each server
can support up to two JBOD HBAs, for a maximumafrfJBODs per server.

The top JBOD LED is a blue identification (ID) LEDhe second is a green/amber fault LED.
Below that isExP (SAS activity of the expander on the StorBricksjivaty LED and theSxP
(SAS activity of the targed SMP for the expandetl@StorBricks) activity LEDs. (Figure 1-28)

Figure 1-28 JBOD 1I/O LEDs

The server is always located in timéddle of the JBOD enclosures, as seen in the layouts in
Figure 1-29 through Figure 1-43 (cable colors arecfarity and may not correspond with actual
cable colors).

The following are a few suggestions for cable agunfations given a single or dual chassis

configuration, and a variety of JBODRhis is by no means a complete list, nor is it thenly
way to configure connections.
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28

Figure 1-29

Figure 1-30

Cable Guide — Single Server with two JBODs

Cable Guide — Single Server with two JBODs Shared
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Figure 1-31 Cable Guide — Single Server with two JBODs daisghubd

Figure 1-32 Cable Guide — Single Server with two HBAs, 2 JBQ@th Dual 1/0
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Figure 1-33

Figure 1-34

Cable Guide — Single Server with 2 HBAs, 2 JBODthvalual 1/0, split

Cable Guide — Single Server with 2 HBAs, 2 JBODthvlual 1/0, shared
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Figure 1-35 Cable Guide — Single Server with four JBODs daisgiced
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Figure 1-36

Cable Guide — Single Server, Dual HBA, four JBODs
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Cable Guide & Chassis Rack Location

Figure 1-37 Cable Guide — Single Server, Dual HBAs, four JB@Aksy-chained
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Figure 1-38

Cable Guide — Single Server, Dual HBAs, four JB@its Dual I/O, split daisy-chain
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Cable Guide & Chassis Rack Location

Figure 1-39 Cable Guide — Single Server with Dual HBAs, 4 JBQith Dual I/O split-share
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Figure 1-40

Figure 1-41

Cable Guide — Dual Server with two JBODs

Cable Guide — Dual Server with two JBOD shared
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Figure 1-42 Cable Guide — Dual Server with four JBODs
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Figure 1-43

Cabling Guide — Dual Server with four JBOD split
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Figure 1-44 Cable Guide — Dual Server with 2 JBODs with Du@i I/

Figure 1-45 Cable Guide — Dual Server with 2 shared JBODs ital I1/0
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Figure 1-46 Cable Guide — Dual Server with 4 JBODs daisy-ctdhine

Cable Management Arm

40

The cable management arm is an optional additidhgdMIS chassis that helps keep cables
organized in the rack. It attaches to a plate erré¢far of the MIS chassis and to the rack in which
the chassis is mounted. The cable management anescio a length designed for 26" deep racks,
such as the D-Rack. It can be shortened to accomtmadher rack sizes (Figure 1-47).
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Cable Management Arm

Figure 1-47 Cable Management Arm

Shortening the Cable Management Arm

007-5924-005

Removing segments from the cable management agonis using a thin flat-head screwdriver.
» For a 26" deep rack, do not remove any sections.

» For a 30" deep rack, remove 3 sections of the arm.

» For a 34" deep rack, remove 6 sections of the arm.

There are two ways that segments can be remowuedr @hile the cable management arm is not

attached to the chassis or rack, and devoid oesabl while attached to the rack and chassis, full
of cables.
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Shortening the Cable Arm While Empty

42

For the first method, segments are removed froratidef the arm. Use the flat-head screwdriver
and slip it between the plastic pieces that forejtint of the arm (Figure 1-48).

Figure 1-48 Remove Segments from the End of an Empty Arm
Pry the joint open using the thin blade of the wei@ver by wedging it between the plastic parts

that make up the joint and twisting the screwdrivatil the outer plastic piece pops off of the inne
plastic tab (Figure 1-49).
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Cable Management Arm

Figure 1-49 Pry the Joint Apart

Figure 1-50 Pull the Segments from the Arm

The segments are now removed from the end of thgRigure 1-50), and the arm can now be
attached to the chassis and rack (Figure 1-51).
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Figure 1-51 Shortened Arm Ready for Installation

Shortening the Cable Arm While Full

The second way to shorten the cable managemerisaniile it is already installed on the rack,
with cables in it. In this case, the segments ameoved from theniddleof the cable management
arm (Figure 1-52).

Figure 1-52 Remove Segments from the Middle of a Full Arm
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Pry the joint of a segment open by using the thadd of a flat-head screwdriver by wedging it
between the plastic parts that make up the joidttesst the screwdriver until the outer plastic
piece pops off of the inner plastic tab (Figure 1-53

Figure 1-53 Pry Open the Segment Joint

Repeat for the joint on the other side, then fhéldrm apart by sliding it down the cables
(Figure 1-54).
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Figure 1-54 Pull Apart the Cable Management Arm

Pry apart the segment joint on the other end ofé&mtion you wish to remove (Figure 1-55), until
the number of unwanted segments have been sep&@tethe rest of the cable arm.

Figure 1-55 Pry Apart the Joint at the Other End
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Once complete, separate the section of unwantedesgg from the cables by twisting the section
off (Figure 1-56).

Figure 1-56 Twisting the Section of Segments from the Cables

Bring the two spliced ends of the cable managementtogether, and snap the joint together
(Figure 1-57).

Figure 1-57 Join the Spliced Ends of the Cable Management Arm
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The cable arm should now be the appropriate |lefaytthe depth of the rack.

Installing the Cable Management Arm

48

To install the cable management arm, first extéedchassis out the rear of the rack (“Sliding the
Chassis Forward/Backwards” on page 20). Next, kectible management arm on a table with the
open side up. Lay the cables to be attached tohtassis on top, and starting at one end, press the
cables into the arm until they snap inside. Comtittupress the cables down the length of the arm
until they are all inside. Once complete, slideahm down the cables until there is enough length
to allow the arm to be bolted into place on thel€&ym Bracket (Figure 1-47 on page 41) .

Using the attached bolts, fasten the Cable ManageAren Plate to the Cable Arm Bracket.
Then, wrap the arm around itself (as in Figure 1-M@xt, slide the chassis out the front of the
rack to be able to access the rack mount EIA side. iAttach the end arm plate to the EIA ralil
using the provided screws and nuts. Return thesehé&sthe stored position in the rack.

The cables can now be connected to their correspgntputs (power, networking). Once cabling
is complete, use the provided velcro strips to viregocords and hold them tight (Figure 1-58).

Figure 1-58 Included: Velcro Cable Ties
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Turning the Power On

Note: If your MIS came from the factory with the operatisystem pre-installed, you can power
on the system and continue to therdn instructions below. Otherwise, you shouldafighe
operating system at this time.

To power-on an MIS server platform, hold down tleevpr button firmly until the fans spin up
and the hardware lights come on. This will initialthe the machine’s BIOS and start internal
diagnostics, including hardware status, RAID Volunfermation, missing hardware alerts (e.g.,
missing batteries), and missing configuration al€Fhis process will be repeated for each
expander in the machine, and finally (if conditi@i®w), the machine’s operating system will
load and the welcome/login screen appear.

If the machine is powering on and there is a feaulj., the machine was in the middle of a rebuild
when the power was cut, a degraded RAID set isarsystem, battery is exhausted, etc.), these
warnings will appear during start-up.

If the platform is an MIS dual server and both sesvare powered down, performing the above
steps powers on the server with which you are wgrkie drives, and the fans. The second server
will remain powered off until it is powered on, thall power will be turned on.

For a JBOD unit, the power button on the front pavik turn on the power to that I/O module,
the fans and the drives. If a second module isliest and powered off, it will remain off until it,
too, is powered on.

1st-Run Instructions
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Before using your new MIS system, there are sonséffiin steps that will need to be taken to
configure the platform for use. These are necesstaps that are performed once during set-up,
and then require little to no follow-up once contpld-or example, one or both LAN channels
must be configured as either DHCP or static adésesnd at least one user account must be
enabled to use the LAN channel(s), before the $Sé&amagement BMC LAN or the Intel RMM4
can be utilized. Thes%run steps include:

e “Entering the BIOS” on page 51,
e “Setting User Accounts” on page 52,
e “Configuring BMC DHCP Host Name” on page 53,
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Safe Power-Off

50

* “Setting the BMC IP Address” on page 54
» “Configure Intel® Rapid Storage Technology entespi(RSTe)” on page 55,
» “Enabling IPMI on a Linux System” on page 58,

» “Accessing IPMI on a Linux System” on page 58.

There are different ways to shut down an MIS magh@ach more extreme than the next. The
most polite way is to go into the machine’s ope@gsystem and seleShut Down. This will
prompt the user to enter a password before allowtinghut-down process. They include,

* Using the OS GUI power-off button at the consalesn, if a keyboard/mouse/video
monitor is connected.

* When logged in via an ssh session and executirgffarcommand.
* When logged in to the BMC and using the power gage to power off the sever.

» Using the remote console screen GUI power-offdiytif a KVM RMMA4Lite session is
established through the BMC.

» Connecting to the Fan Base Service Page usinylt8eS9D proprietary network
interface and pressing the Shudtown button.

If the platform is an MIS dual-server abdth servers are powered up, performing the above steps
powers off the server with which you are workingeTans, drives and second server will remain
powered on until the second server is poweredtwéh) all power (but standby) will be turned off.

For a JBOD Unit, the power button on the front pavit turn off the power to that /O module.
If a second module is installed and powered othé fans and the drives will remain on until it,
too, is powered off.

The next way to shut down the platform is to haddvd thePower button on the front of the unit
until the machine powers off. However, this is agraceful way to power off the machine, it
should only be used when the system is hung, athdeguire a recovery process at start-up.

If power is lost from outside the machine (powetage), the machine will recognize the loss of

power and execute an emergency shutdown procdéthiere is a battery back-up unit installed,
it will protect integrity of cache in the eventpdwer or server failure.
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Entering the BIOS
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Many of the -run steps require entering the BIOS setup dutiegpiatform’s Power-On
Self-Test (POST). Configuration of the Server Maragnt BMC LAN and the Intel® RMM4 is
done using BIOS setup. When the BIOS is enteredivtiin screen is usually displayed.
However, serious errors cause the system to dispdaltrror Manager screen instead of the Main
screen.

1. To enter setup, pre6g when prompted (Figure 1-59) or during the firstaspl screen (if
Quiet Boot is Enabled, no prompt will be shown).

Figure 1-59 POST Prompt to enter Setup

2. Inthe BIOS setup, navigate to tBerver Managementtab and presBnter to select.

3. Scroll down tBMC LAN Configuration and pres&nter.

When first powered on, by default, tBerver Management BMC LANandintel® RMM4 both
have a static IP address@0.0.0  (Figure 1-60).
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Setting User Accounts

52

4. To configure th&erver Management BMC LAN, scroll tolP source - IP sourceand
selectDynamic or Static.
If static is chosen, enter in the address Subnet mask andGateway IP to be used.

5. Hit theF10 key to save your changes.

Important: Intel (R) RMM4 LAN configuration is not used, as LAN Channel 3 is not
available. Because of the configuration of the eemodules, the riser that is normally used for
the Intel Dedicated Management NIC is actually uUsedRiser 2 connectivity in SGI Server
Modules. As such, the Intel Dedicated Managemef ddnnot be used in SGI server modules,
and LAN Channel 1 is shared between the BMC anapleeating system.

User accountmust be configured to enable login authentication far Integrated BMC Web
Console, otherwise it will not be available for u$e configure email accounts, scroll down to
User Configuration on theServer Managementpage. Up to five BMC User IDs can be
configured:anonymous(cannotbe used to log into the BMQ)ot, andUser 3-5
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Figure 1-60 BIOS — Server Management Page

1. Scroll down tdJser ID. Select théJser that you want to use and Iabter.
2. Scroll down tdJser statusand selecEnabled.

3. Scroll down tdJser passwordand change the password. You will have to enter th
password twice.

Important: User name and password are cAsE sEnSITivE.

4. When complete, hit the10 key to save your settings.

Configuring BMC DHCP Host Name
In order to be able to configure DHCP Host Naméeast one of eitheBerver Management

BMC LAN andintel® RMM4 must be set to receive théir addressasDynamic (see “Setting
User Accounts” on page 52). Otherwise this optioilsnat be available.
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To change this option, complete the following instions.

1.

1
2.
3

Go to theServer Managementpage in the BIOS and navigateBMC DHCP Host Name
Hit Enter to selecBMC DHCP Host Name

Enter in the IP address and thitter .

Hit F10 to save.

Setting the BMC IP Address

54

The BMC shares NIC 1 in a server module with therafing system. To access the BMC via
IPMItool on a remote system or via the IntegratédBWeb Console, you must configure the
BMC with its own IP address. The BMC is configutedbtain an IP address through DHCP by

default.

1. The BMC IP Address is set during POST, by presBiito go into the BIOS.

2. Next, navigate to th8erver Managementtab (Figure 1-61), scroll down ®MC LAN
Configuration and pres&nter.
Scroll down tdP Sourceand selecStatic.

4. Configure thdP Address, Subnet Mask andGateway IP as required.
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Figure 1-61 BIOS Server Management Tab

5. Presg-10to save your settings.

Important: Keep a record of thBHCP Host Nameand assignetP address These will be
needed later when you are trying to connect tdritegrated BMC Web Console.

Configure Intel® Rapid Storage Technology enterpris e (RSTe)

By default, any MIS platform that ships from SGkhlvan operating system installed from the
factory will have RSTe enabled to allow mirrorinftlee boot drives. If a system is shipped
withoutan operating system installed, RSTe will needa@habled from the BIOS.

1. Inthe BIOS, select the Advanced tab, navigatdass Storage Controller Configuration
and pres&nter (Figure 1-60).

2. Navigate t&SAS/SATA Capable Controllerand hitEnter.
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Figure 1-62 BIOS — Advanced tab, Mass Storage Controller Caméitjon

3. Inthe pop-up window that appears, seletgl(R) RSTe and hitEnter (Figure 1-63).

Figure 1-63 BIOS — Intel(R) RSTe Selection

4. Hit F10 to save your changes aBsc to exit BIOS. The machine will now reboot.

5. At POST, hitCtrl +i to enter théntel® Rapid Storage Technology enterprisaiser
interface (Figure 1-64).

From here you can create the RAID volume to mitihherboot drives and enable hot-swappable
capability. For more information refer botel® Rapid Storage Technology enterprise (Intel®
RSTe) for Linux OS Software User's Guidéntel® Rapid Storage Technology enterprise
(Intel® RSTe) for Microsoft Windows* Operating ®ystSoftware User's Guide
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Figure 1-64 Intel Rapid Storage Technology enterprise (RSTey Userface

Intelligent Management Platform Interface (IPMI 2.0 )
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IPMI 2.0 is a standardized computer system interfzsed by system administrators for
out-of-band management of computer systems andtarony of their operation. The
development of this interface specification waddgdintel Corporation. IPMI is a message-based,
hardware-level interface specification: an IPMI sygiem operates independently of the
operating system (OS) (i.e., out-of-band). Thiswa#i administrators to manage a system remotely
in the absence of an operating system, before ama®$o0oted (allowing e.g. BIOS settings to be
remotely monitored or changed), when the systgrougered down, or after OS or system failure,
which is the key characteristic of IPMI comparedhan-band system management (such as, by
remote login using SSH). Multiple disparate sengzns all be managed together using IPMI
because of its standardized interface and protocol.

The BMC supports LAN Alerting in the form of SNMPRaps that follows the Platform Event
Trap format. SNMP Traps are typically sent as uabé datagrams. However, IPMI includes
PET Acknowledge and retry options that allow an IRMare remote application to provide a
positive acknowledge that the trap was receivedrtADver-LAN notifies remote system
management applications about PEF selected evegtedless of the state of the server's
operating system. LAN alerts can be sent over &nlyeoLAN channels supported by a system.
IPMI is used, particularly, to enable email aléaispower supply failures.
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Programs such as IPMlItool for Linux and IPMIutit #/indows are industry freeware standards
that can both be used to configure and issue IRviimands. IPMI must be enabled in Linux to
access these features. The Microsoft IPMI devioeedis automatically installed with Windows
Server 2008.

Enabling IPMI on a Linux System

To use IPMI on a Linux system, tipeni service must be running. Use thie service ipmi
status command to determine if the service is running.

If the service is running, the output will be siamito:
# service ipmi status

ipmi_msghandler module loaded.

ipmi_si module loaded.

ipmi_devintf module loaded.

/dev/ipmi0 exists.

If the service is not running, use theipmi service start command to start the service.
# service ipmi start
Starting ipmi drivers: [ OK ]

Accessing IPMI on a Linux System

58

To access IPMI from a remote system, the BMC orldbal system must be configured for
network access. (Refer to “Setting the BMC IP Addfeon page 54 for the procedure to enable
network access.) On a local system, simply uséthidool command with the command it
should run# ipmitool<  command>.

For example:
# ipmitool power status
Chassis Power is on

From a remote system, you must also specify a hest, and password to access the system:
# ipmitool -H < host >-U < user >-P < password > power status

For example, the host here is at the IP addr&ss8.64.3 , the user iadmin , and the password
is Password1l :

# ipmitool -H 137.38.64.3 -U admin -P Passwordl power status

Chassis Power is off
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Enabling System Monitoring

Once configured, when a system component faildBM€ sends an alert (when configured to do
so; see “Alert Email” on page 69 for more informadioCapacity drive failures are recognized
and reported through MegaRAID Storage Manager (M®dpt drive failures are monitored and
reported througimdadm Fan and power supply failures are monitored thhathe fan baseboard
and are reported by the BMC, with a few adjustmerités section explains how to set up
monitoring on system modules.

BMC Integrated Web Console

Configuration Tab

Alerts
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The BMC Integrated Web Console is a web-based progarovided by Intel, and is used to give
general system information such as system diagrspsterver health, environmental reporting,
and event logs. Additionally, the BMC-IWC provida@semote virtual control panel for the MIS
Server, allowing for remote locating and reboot.

The Configuration tab of the BMC Web Console isduseconfigure various settings, such as
alerts, users accounts for the BMC, and netwottinggst It contains the following menu options
in the left navigation pané®Pv4 Network, IPv6 Network (not used)sers Login, LDAP,
VLAN, SSL, Remote SessiorMouse Mode Keyboard Macros, Alerts, Alert Email , and
Node Manager

TheAlerts page allows you to configure which system eveptsegate alerts and the external
network destinations to which they should be safiten one of the selected system events occurs,
an alert is generated and sent to the configurstindgion(s). Each LAN channel can have up to
two destinations.
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Figure 1-65 BMC Web Console — Alerts Page

To receive alerts for power supplies, see “Powgmp8uMonitoring” on page 71. The fan base
firmware will monitor all Power Supply Units (PSUsjtalled in the system and generate SEL
entries regardless of whether or not the alertgaabled. This functionality cannot be turned off.

Globally Enable Platform Event Filtering

Global control for enabling or disabling platformest filtering. This can be used to prevent
sending alerts until you have fully specified yoesired alerting policies.

Warning: Do NOT disable except under explicit instruction fom SGI Technical Support.
When filtering is globally disabled through this séting, alerts (such as power supply faults)

will not be sent.
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Select Events

Select one or more system events that will triggeAlert. These events correspond to the 13
IPMI preconfigured Platform Event Filters (PEFS)lsgintel. This area only allows the selection
of those 13 PEF filters configured by Inféémperature Sensor Out of RangeSystem Restart
Fan Failure, Power Supply Failure', BIOS: POST Error Code, Node Manager Exceptio#,
Watchdog Timer, Voltage Sensor Out of RangeChassis Intrusion Memory Error , FRB
Failure, Hard Drive Failure 3.

Warning: Clearing all events disables Alerts.

LAN Channel

Select which LAN channel to configure destinatiéars Each LAN channel has its own set of up
to two destinations. Alert destinations can be ainvo types:

e SMTP Trap

» Email (requires Alert Email to be configured)

TheCheck All button selects all events to generate Alerts.lear All button unchecks all
events so no Alerts will be generated. Click 8aebutton to save any changes made.

Send Test Alert

To test whether an alert will reach its destinatget the AN Channel field to the desired
channel and configure at least one destinationn Thiek Send Test Alertsto send a simple test
alert to the destination(s) for that channel.

1 Not used by SGI — Power Supply failure is repottedugh the BMC, but Power Supply Alerts are not
configured through this interface. Instead, powsapdy failure is reported by configuring Platformdnt Filters
5,19, and 20.

2 Requires configuration of Node Manager.

3 Boot drives only. Capacity Drives are monitorechgsMegaRAID Storage Manager software (“Creating the
Drive Groups in MegaRAID (CentOS, Linux & Windows)h page 102).
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Figure 1-66 BMC Web Console — Alert Email Settings

Alert Email Settings allows you to configure how Alerts are sent by éeean external SMTP
Mailserver. Each LAN Channel has a separate cordtgn, selected through the drop-down
menu. TheSMTP Server IPis the IP address of the remote SMTP Mailservat Atert email
should be sent to. Tt&ender Addresss the string to be put in thigom: field of outgoing Alert
emails.Local Hostname isa name for the local machine that is generatingubie, and this name
is included in the outgoing Alert email. Thecal Hostnameis a string of maximum 18
alpha-numeric characters. Spaces and special ¢therace not allowed.

Once these settings are saved, you can go to¢hweps Alerts screen and click the but®end
Test Alert. If the SMTP Server IP address is correct, an email containing hexaddaode
should be sent to the emails configured on thetalgsige. To understand what these hex codes
mean, see Intel'System Event Log Troubleshooting Guide for EDSEd?tas Based on Intel
Xeon Processor E5 4600/2600/2400/1600/1400 Prodautilies
(http://download.intel.com/support/motherboards/egsb/g90620001 s1400_s4600_systemev
entlog_troubleshooti.pjif

In this example, the mail server’s IP addresk)i8.38.137.29 . When theSend Test Alert
button is pushed, it creates an alert email froeSibnder Address  (in this example,
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Figure 1-67 curtis@sgi.com ), with the headingAlert from <Local Hosthame>" (in this
example, the local hosthametést-toast ).

Figure 1-67 BMC Web Console — Alert Email Result

The resulting hex code in the email can be traedlasing the code tables given in Int&gstem
Event Log Troubleshooting Guide for EDSP PlatfoBased on Intel Xeon Processor E5
4600/2600/2400/1600/1400 Product FamiliBsour example, the hex code includes the record
identification RID), a time stamp for when the event was generatédMDD/YYYY
HH:MM:SSformat (T'S), the number of the sensor that generated the é€8Bip they sensor type
code §T), event directoryED), event type — Asserted or Deassertedl)( event codeEC),
record identification used for SEL record acc&®(), record type in Hex cod&T), time stamp
for when the event was loggets), generator identification in hex including RqSAdaLUN if

the event was generated from the IPMB softwaresaifisvare identification if the event was
generated from system softwaf&ID):

e 0001 - BIOS POST for POST errors, RAS Config/Staimestamp Synch, OS Boot
events

+ 0033 - BIOS SMI Handler

+ 0020 — BMC Firmware

+ 002C - ME Firmware

e 0041 — Server Management Software
* 00CO - HSC Firmware HSBP A

* 00C2 - HSC Firmware HSBP B

In the example above (Figure 1-67), you'll noticetttheGID is 0020, indicating correctly that
the alert was sent from the BMC Firmware.
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Continuing with the hex code contained within thead, ER is the IPMI version in use: 04 = IPMI
version 2.0, 03 = IPMI version 1. Sensor Tyg&)Yand Sensor Numbe&# come next, followed
by the Event TriggerHT), Event DataED) and finally Event X EX).

Figure 1-68 Alert Email — Power Cord Pulled from Power Supplpddle

Figure 1-69 Alert Email — Power Module Pulled From Chassis

Capacity drive monitoring can be performed by Me§iRStorage Manager. Boot drive
monitoring, since it is not a part of the StorBscks monitored usinlyl ultiple Devices
Administration tool:mdadm By default, if the MIS platform comes with a fant-installed
operating system, boot drives are mirrored usinglRRand capacity drives are shipped with
RAID 6. For those MIS Servers not shipped with &) STe must be enabled in the BIOS to
allow boot drive mirroring and hot-swappable cajiabs.

The following sections explain how to use the Me§HRStorage Manager software to monitor
the status of capacity drives and thdstat command to monitor boot drives (Windows 2008
uses the Windows System Resource Manager to eaatali alerts, seléB Article cc732728or
more information).
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Boot Drive Monitoring
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The MegaRAID Storage Manager software does a baakgrcheck every hour to verify if the
controller and the system time are in synch. Iftthee difference between the controller and the
system is more than 90 seconds, the MegaRAID Stdviamager software synchronizes the time
so that the controller time and the system timearasynch.mdadmpolls the md arrays every

60 seconds (default value). This can be adjustejubie-d mode and entering in a value of
seconds, though it is recommended that you keegdfailt value and only adjust this time for
troubleshooting.

Issue a#cat /proc/mdstat command to see current statag{ ) of the multiple devices
(md attached to the processeprdgc ).

Boot drive status is indicated by eithed éor up or_ for down. In the following example,
everything is normal[U] ), andmd127 is the container fomd125 andmd126.

# cat /proc/mdstat

Personalities : [raid1] [raidO] [raid10] [raid6] [r aid5] [raid4]
md125 : active raidl sdb[1] sdc[0]
111357952 blocks super external:/md127/0 [2/2 1[UU]

md126 : active raid1 sdb[1] sdc[0]
5556224 blocks super external:/md127/1 [2/2] [UU]

md127 : inactive sdc[1](S) sdb[0](S)
6306 blocks super external:imsm

In the next example below, a drive has failed. dithatsdc[0] is now missing fronmd125,
md126 (their numbers changing frofgy2] to[2/1] ), and the containend127. Additionally,
a failed drive is indicated in the notatifih | .

# cat /proc/mdstat

Personalities : [raid1] [raidO] [raid10] [raid6] [r aid5] [raid4]
md125 : active raidl sdb[1]
111357952 blocks super external:/md127/0 [2/1 1[U_]

md126 : active raidl sdb[1]
5556224 blocks super external:/md127/1 [2/1] [U]

md127 : inactive sdb[0](S)
3153 blocks super external:imsm
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To enable monitoring of the boot drives, the follogvusage of the modemonitor  is
employed:

mdadm --monitor <raiddevice> [options] <devices>

This usage causesdadmto periodically poll a number ehdarrays and to report on any events
noticed. If any devices are listed on the commame] iIndadmwill only monitor those devices,
otherwise, all arrays will be monitored. Furthefding--scan causes the operation to be
applied to all arrays listed fproc/mdstat . If --scan is given, then an email addressist

be specified on the command line=-Bcan is given and an email addressiig available, then
mdadmwill not monitor anything. Without-scan , mdadmwill continue monitoring as long as
something was found to monitor.

The result of monitoring the arrays is the generatif events. These events are passed to a given
email address using the optian=<email address> or--mail=<email address> f
no email is given, then each event is reportestdout

The-t or--test option generatesBestMessagelert for every array found at startup. This
alert gets mailed and passed to the alert program.can be used for testing that the alert
messages get through successfully.

The different events are listed in Table 1-2 below.

Table 1-2 Events

Tag ‘ |Descri ption

DeviceDisappeared An mdarray which previously was configured
appears to no longer be configured.

RebuildStarted An mdarray started reconstruction.

Rebuild## Wherettis 20, 40, 60, or 80, this indicates that
rebuild has passed that many percentage ofithe
total.

RebuildFinished An mdarray that was rebuilding is not any
more, either because it finished normally or
was aborted.

Fail An active component device of an array has
been marked as faulty.
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Capacity Drive Monitoring
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Table 1-2 Events

Tag ‘ |Descri ption

NewArray A newmdarray has been detected in the
/proc/mdstat file.

DegradedArray A newly noticed array appears to be degraded.
This message is not generated whetadm
notices a drive failure that causes degradation,
but only whermdadmnotices that an array is
degraded when first seeghe array.

TestMessage An array was found at startup, and the
--test  option was given.

Only Fail, DegradedArray, andTestMessagecause email to be sent. Each event has an
associated array device (efglev/mdl ) and possibly a second device. Fail, the second
device is the relevant component device. Use thantandmdadm --help  ormdadm
<option> --help for more information omdadmor themdadmoptions, respectively.

When devices automatically go from an optimal state different state, such as a drive failure,
the MegaRAID Storage Manager software gets thosats\from the controller and gives a
notification using different alert delivery methodspop-up notification is started automatically
when you login to the operating system (Figure 1-70)

67



Installation Guide

68

Figure 1-70 MegaRAID Storage Manager — Alerts Pop-up Window

To receive email alerts for capacity drive failyreem the main screen selékols and
Configure Alerts. In theConfigure Alerts window, theAlert Settings tab allows you edit the
alert delivery method for different severity levels clicking theEdit button, or change the
method of delivery and/or severity level for eactiividual event using th€hange Individual
Events...button (Figure 1-71).

Note: The Save Backup..button and-oad Backup...buttons are used to save/load ¢méire
alerts configuration to/from amml backup file, not just the settings for the tabhwithich you
are working.
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Figure 1-71 MegaRAID Storage Manager — Configure Alerts Window

Warning: Whenever you load a saved backup file, alinsaved changes made
in the current session will be lost.

TheMail Server tab is where to enter tlsenderemail address for alerts, the SMTP server name
or IP address of the mail server to send the alent user name and password fields (filled only
when the SMTP server requires authentication, Eigur2).
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Figure 1-72 MegaRAID Storage Manager — Mail Server Tab

TheEmail tab is where you go to add/remove email addrdssescipients of alert natifications
(Figure 1-73). To configure an email account to nexalerts, enter the email address you want
to add in théNew recipient email addresdield and clickAdd. The email address should appear
in theRecipient email addressepane.
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Figure 1-73 MegaRAID Storage Manager — Email Tab

Once the changes to tMail Server tab andEmail tabs have been made, click ffest button
to make sure your configuration is correct. If said, clickOK.

Power Supply Monitoring
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The fan base firmware will monitor all Power Supplgits (PSUs) installed in the system and
generate SEL entries regardless of whether oheatlierts are enabled. This functionality cannot
be turned off. To receive alerts, in addition tesé instructions for entering new filters, correct
configuration of the Intel BMC must also be perfednThis can be done via the Intel Integrated
BMC Web Console (see “Configuration Tab” on page S9kecific instruction for the BMC
configuration is not included here because ittis specific. Command strings are IPMI
commandsIPMItool is a Linux-based utility, Windows us&3Mlutil ).
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When the fan base firmware monitors the PSU, itlseterts to the BMC. This alone does not
send the email. You will need to set up the BMC \W@elnsole to have those emails delivered, and
set platform event filters (PEF) 19 and 20. The@®@& motherboard allows 20 platform event
filters to be set. Intel uses the first 13. Setfitigrs 19 and 20 configures the BMC to realizatth
when a PSU alert comes in, an email should be sent.

PEF 5 sets the alert for PSU failure detected,Rfid predictive failure. A SEL entry will be
recorded on both assertion and deassertioral@mwill only be sent wheassertedThis filter is
configured by Intel.

PEF 19 sets the alert for PSU input lost (AC/DCEBEL entry will be recorded on both assertion
and deassertion. Aalert will only be sent whemasserted

PEF 20 sets the alert for PSU presence detect&LAentry will be recorded on both assertion
and deassertion. Aalert will only be sent whedeassertedThese filters are configured by SGI.

Note: Error messages for power supplies may say “AC pdogtt even when the power supply
is a DC power supply.

Requirements

» fanbase release 01.04.a.01 or later

e Shackleford_EFI_BMC-1.17.4151 BIOS-01.08.0003 MEGQ.07.112 FRUSDR-1.10.02
or later

* IPMItool for Linux enabled (see “Enabling IPMI @nLinux System” on page 58) or
IPMIutil for Windows (IPMltool available through S8 support website at
http://support.sgi.comWindows instructions not given here. Refer to
http://ipmiutil.sourceforge.ney/

Viewing Existing Filters

Example using IPMItool to read filter 19:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US ERNAME> -P
<BMC_PASSWORD>] raw 0x04 0x13 0x06 0x13 0x00

Example using ipmitool to read filter 20:
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ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US
<BMC_PASSWORD>] raw 0x04 0x13 0x06 0x14 0x00

Example using ipmitool to read all filters:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US
<BMC_PASSWORD?>] pef list

Setting Filters

Example using IPMItool to set filter 19:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x13 0xC0 0x01 0
OxFF 0x08 OxFF 0x6F 0x08 0x00 0x00 0x00 0x00 0x00 0
0x00 0x00

Example using IPMiItool to set filter 20:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x14 0xCO0 0x01 0
OxFF 0x08 OxFF OXEF 0x01 0x00 0x00 0x00 0x00 0x00 0
0x00 0x00

Clearing Filters

Example using IPMItool to clear filter 19:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x13 0x00 0x00 0
0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 O
0x00 0x00

Example using IPMItool to clear filter 20:

ipmitool [-I lanplus -H <BMC_IP_ADDRESS> -U <BMC_US
<BMC_PASSWORD>] raw 0x04 0x12 0x06 0x14 0x00 0x00 0
0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 0x00 O
0x00 0x00

ERNAME> -P

ERNAME> -P

ERNAME> -P
x01 0x00 OxFF
x00 0x00 0x00

ERNAME> -P
x01 0x00 OxFF
x00 0x00 0x00

ERNAME> -P
x00 0x00 0x00
x00 0x00 0x00

ERNAME> -P
x00 0x00 0x00
x00 0x00 0x00
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Fan Monitoring

Figure 1-74 Fan Module

Monitoring of the fan modules is done through tla@ Base Service Page. Alert emails for fan
failures is done using the preconfigured Platforvertt Filters designated by Intel (see “Select
Events” on page 61) through the BMC. Using the FaseBService Page, failed fans can be set in
a “Safe to Service” mode, a step necessary bef@apging out a fan module.

Fan LEDs

Figure 1-75 Fan Module LEDs
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Fan Base Service Page

007-5924-005

Like drives, fans also have a green/amber statisdrit] a blue locator LED. The green LED will
be lit when a fan is operating normally. An ambB will be lit if the fan is in fault. The locator
LED is lit automatically when fans are set in aféSt Service” mode.

The fan baseboard is a circuit board at the hddheochassis design. As such, it can be used to
monitor hardware and issue commands to the hardwittreut having to use an operating system
or even a server module (which is why it is uséulJBODs). The Fan Base Service Page is the
customer interface for the fan baseboard, and emtbessed by connecting throughnthe-S9D
Proprietary Ethernet port (Figure 1-76) and pointing a browser to:

192.168.0.3/service.xml . This page can also be reached through the JBOMmbdule
ethernet port, using its DHCP addresBHCP address>/service.xml

Figure 1-76 ~ MIS-S9D Proprietary Network Interface

The Fan Base Service Page layout is based on @dotop-view of a chassis, which is why there
are different layouts for the server and JBOD wersiof the page. Notably, the server page
features boot drives and server modules (Figure)lwhere the JBOD page hasta&orBrick
with capacity drives and JBOD 1/0O modules (Figurég)-

From here you can view StorBrick status, power suggatus, fan status, and set fans irbafé
to Servicé mode (i.e., off) for maintenance.
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Warning: If the fan is NOT set in a “Safe to Servic& mode, there are only 10seconds
available to exchange a fan. Without settingSafe to Servicg' the platform will assume a
fan has experiencedritical failure, requiring an emergency shutdown for thermal
requirements. Setting ‘Safe to Servicéallows more time for replacement procedures (15
minutes) before initiating thermal shutdown.

Figure 1-77 Fan Base Service Page
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Enabling System Monitoring

Figure 1-78 MIS JBOD Service Page
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Set Up Complete

Congratulations! Set up and configuration of youSMystem is complete. Please continue
configuration and use of your system by referrm&&| Modular InfiniteStorage (MIS) 1.5
Platform User Guide, publication number 007-591&-xbhere you will find instructions on
zoning, maintenance, and other pertinent infornmatio

If necessary, refer to the troubleshooting stefpsve

Troubleshooting

This section describes troubleshooting for the lgmls listed below, many which customers are
able to perform without the assistance of SGI Figldhnicians. In SGI'Modular Infinite

Storage (MIS) User Guid@ublication serief07-5818-00x and007-5916-00x), Chapter 2,
“System Interfaces,” describes use of the contesigd, BMC, and IPMI to monitor the overall
system status and the status of specific components

* “No Video” on page 79

e ‘“Losing the System’s Setup Configuration” on pa§e 7

» “Safe Power-Off” on page 79

e “Missing” Firmware Files” on page 80

e “Cannot Receive Email Alerts Using BMC” on page 81

e “Path not found errors after installing Python Y¥mdows” on page 83

* “Intel BIOS POST error messages and handling diesmn” on page 83

* “Beep Codes” on page 87

* “Not all beep codes signal an error” on page 87

e “Fans don't spin when power button pressed” oref2)

* “Fans spin when power button is pressed, but deas/display is seen” on page 88
e “BIOS or board logo appear, but OS load screerenappears” on page 88
e “OS load screen appears, but nothing further” agep88

e "OS fully loads, but errors are seen” on page 88

e “Cannot boot after settings were changed in BIO&’hbage 88
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No Video

» “System Gets Stuck in a Reboot Cycle” on page 89
» “Server Diagnostic LED Decoding” on page 89

Other troubleshooting information is contained Retated Publications” on page xxv (such as,
Intel® Remote Management Module 4 and IntegratedBMeb Console User Guidpdf)).

Important: If you require software to run or monit or the MIS platform, need technical
assistance, or to contact SGI Customer Support, phse see “Product Support” on page xxvi.

If the power is on but there is no video, removeddl-on cables (besides power & video). Use a
different monitor to determine if the fault liesttvit. Use the speaker to determine if any beep
codes exist. Refer to “Beep Codes” on page 87, dtaiils.

Losing the System’s Setup Configuration

Safe Power-Off

007-5924-005

Make sure there is no fault with the power supplefault with the power supply may cause the
system to lose the CMOS setup information. If taes not fix the Setup Configuration problem,
contact SGI for repairs.

There are different ways to shut down an MIS magh#ach more extreme than the next. The
most polite way is to go into the machine’s ope@gsystem and seleShut Down. This will
prompt the user to enter a password before allowtinghut-down process. They include,

» Using the OS GUI power-off button at the consalesn, if a keyboard/mouse/video
monitor is connected.

* When logged in via an ssh session and executirffarcommand.
* When logged in to the BMC and using the power dgage to power off the sever.

» Using the remote console screen GUI power-offdiytif a KVM RMMA4Lite session is
established through the BMC.
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» Connecting to the Fan Base Service Page usinylt8eS9D proprietary network
interface and using tHehutdown button.

If the platform is an MIS dual-server abdth servers are powered up, performing the above steps
only powers off the server with which you are workifige fans, drives and second server will
remain powered on until the second server is podvefe then all power (but standby) will be
turned off.

For a JBOD Unit, the power button on the front pavié turn off the power to that /0O module.
If a second module is installed and powered otthét fans and the drives will remain on until it,
too, is powered off.

The next way shut down the platform is to hold ddiaPower button on the front of the unit
(Figure 2-1) until the machine powers off. Howetkis is not a polite way to power off the
machine, and will require a recovery process at-sia

If power is lost from outside the machine (powetage), the machine will recognize the loss of
power and execute an emergency shutdown procdélthrere is a battery back-up unit installed,
it will protect integrity of cache in the eventpdwer or server failure.

“Missing” Firmware Files

80

There may come a time when you will need to uptfegezoning tool in order to support the
firmware that is present on the StorBricks in a M8 Server or JBOD machine. If this is the
case, you will receive an error message that sgittesr:Unable to find directory that contains
firmware files or Unable to find firmware file, and below that, the version number of the
firmware files necessary (examp@.30.00.0D

The firmware folders necessary for download wilhtzin the version number in the folder name.
For this example, the desired firmware folders Wilve a name similar to
storbrick-release-01.30.00.00 <date>

You will need to download the necessary firmwalesfand place them into the

/opt/Zones/Versions folder for Linux and th&€:\Program Files
(x86)\Zones\Versions folder for Windows.
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Cannot Receive Email Alerts Using BMC

007-5924-005

In order to receive email alerts, the MIS Servestine networked to a SMTP mail server. Next,
using the BMC, go to th€onfiguration page, and click oAlert Email (Figure 1-79).

Figure 1-79 BMC Alerts Email Settings Page

TheLAN Channel should be set tBaseboard Mgmt TheSMTP Server IP should be the IP
address of the mail server to which the MIS plaifas connectedsender Addresscan be any
email address configured on the SMTP setvecal Hosthamecan be any name to identify the
machine sending the alert (limit of 18 characténghen finished, click th&avebutton at the
bottom of the page. A pop-up will let you know tlfa¢ changes have been saved (Figure 1-80).

Figure 1-80 BMC Alert Configuration Success Pop-up
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Next, click onAlerts in the left-hand navigation pane (Figure 1-81).

Figure 1-81 BMC Alerts Configuration Page

Make sure all the checkboxes for alerts contaihexk for each alert to be sent. TN

Channel to Configureshould be set tBaseboard Mgmt Alert Destination #1 should be set to
Email, andSend Email to: should be the email address of the account tovetee alerts. When
finished, click theSavebutton at the bottom of the page. A pop-up willyleu know that the
changes have been saved. To test your configuratick theSend Test Alerts button You will
receive a pop-up letting you know that the emas went, and you will receive an email notifying

you of a successful test.
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Path not found errors after installing Python for W indows
Some Windows machines will need the variable patlics Python, and will display “Path not
found” errors if not set. The path is set by ddimg following:
1. Go toControl Panel and double-click th&ystemicon.
2. Click on theAdvancedtab.
3. Click theEnvironment Variables button at the bottom.
4. Inthe system variables box in at the bottond fime entryPath and select it.
5

Click theEdit button and add to the end of the stri@gpython##  where## is the
version number of Python installed on the Windovehine.

6. Click Apply andOkay.

Python will now run normally.

Intel BIOS POST error messages and handling descrip  tion

If you receive a code during the POST of bootingh®yIntel® Server Board, see Table 1-3 for
the listing of codes for BIOS events messages.

Table 1-3 Intel BIOS POST Error Messages

Error Code ||Error Message Response HEvent Type
004C Keyboard / interface error Major
0012 CMIS date / time not set Major
0048 Password check failed Fatal
0141 PCI resource conflict Major
0146 Insufficient memory to shadow PCI ROM Major
0192 L# cache size mismatch Fatal
0194 CPUID processor family are different Fatal
0195 Front side bus mismatch Major
5220 Configuration cleared by jumper Minor
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Table 1-3 Intel BIOS POST Error Messagéntinued)
Error Code ||Error Message Response HEvent Type
5221 Passwords cleared by jumper Major
8110 Processor 01 internal error (IERR) on last boot Major
8111 Processor 02 internal error (IERR) on last boot Major
8120 Processor 01 thermal trip error on last boot oMaj
8121 Processor 02 thermal trip error on last boot oMaj
8130 Processor 01 disabled Major
8131 Processor 02 disabled Major
8160 Processor 01 unable to apply BIOS update Major
8161 Processor 02 unable to apply BIOS update Major
8190 Watchdog timer failed on last boot Major
8198 Operating system boot watchdog timer expirethsin | Major
boot
8300 Baseboard management controller failed setf-tes Major
8305 Hot swap controller failed Major
84F2 Baseboard Management Controller failed to nredpo | Major
84F3 Baseboard management controller in update mode ajorM
84F4 Sensor data record empty Major
84FF System event log full Minor
8500 Memory component could not be configured in the |Major
selected RAS mode
8520 DIMM_AL1 failed Self Test (BIST) Major
8521 DIMM_AZ failed Self Test (BIST) Major
8522 DIMM_A3 failed Self Test (BIST) Major
8523 DIMM_AA4 failed Self Test (BIST) Major
8524 DIMM_B1 failed Self Test (BIST) Major
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Table 1-3 Intel BIOS POST Error Messagéontinued)

Error Code ||Error Message Response HEvent Type

8525 DIMM_B2 failed Self Test (BIST) Major

8526 DIMM_B3 failed Self Test (BIST) Major

8527 DIMM_BA4 failed Self Test (BIST) Major

8528 DIMM_C1 failed Self Test (BIST) Major

8529 DIMM_C2 failed Self Test (BIST) Major

852A DIMM_C3 failed Self Test (BIST) Major

852B DIMM_C4 failed Self Test (BIST) Major

852C DIMM_D1 failed Self Test (BIST) Major

852D DIMM_D2 failed Self Test (BIST) Major

852E DIMM_D3 failed Self Test (BIST) Major

852F DIMM_D4 failed Self Test (BIST) Major

8580 DIMM_A1 Correctable ECC error encountered MiNntajor
after 10 events

8581 DIMM_A2 Correctable ECC error encountered MiNntajor
after 10 events

8582 DIMM_A3 Correctable ECC error encountered MiNtajor
after 10 events

8583 DIMM_A4 Correctable ECC error encountered MiNntajor
after 10 events

8584 DIMM_B1 Correctable ECC error encountered Miltajor
after 10 events

8585 DIMM_B2 Correctable ECC error encountered Miltajor
after 10 events

8586 DIMM_B3 Correctable ECC error encountered Miktajor
after 10 events

8587 DIMM_B4 Correctable ECC error encountered Miktajor
after 10 events
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Table 1-3 Intel BIOS POST Error Messagéntinued)

Error Code ||Error Message Response HEvent Type

8588 DIMM_C1 Correctable ECC error encountered Millajor
after 10 events

8589 DIMM_C2 Correctable ECC error encountered Millajor
after 10 events

858A DIMM_C3 Correctable ECC error encountered MiNtajor
after 10 events

858B DIMM_C4 Correctable ECC error encountered Miltajor
after 10 events

858C DIMM_D1 Correctable ECC error encountered Miltajor
after 10 events

858D DIMM_D2 Correctable ECC error encountered MiNtajor
after 10 events

858E DIMM_D3 Correctable ECC error encountered Miktajor
after 10 events

858F DIMM_D4 Correctable ECC error encountered Miltajor
after 10 events

8601 Override jumper set to force boot from low¢ermlate | Minor

BIOS bank of flash ROM

8602 WatchDog timer expired (secondary BIOS mighibéa) | Minor

8603 Secondary BIOS checksum fail Minor

92A3 Serial port component was not detected Major

92A9 Serial port component encountered a resounsicio Major

error

0xA000 TMP device not detected Minor

0xA001 TMP device missing or not responding Minor

0xA002 TMP device failure Minor

0xA003 TMP device failed self test Minor

007-5924-005




Troubleshooting

Beep Codes

The BMC may generate beep codes upon detectiailofd conditions. Beep codes are sounded
each time the problem is discovered (for exampiesach power-up attempt), but are not sounded
continuously. Common supported codes are listéthiel BIOS POST error messages and
handling description” on page 83 for details.

Another source of beep codes may be the LS| MegBRArd. Table 1-4 contains a summary of
the LS| MegaRAID card beep codes. These beep dodeste activity and changes from the
optimal state of your RAID array.

Table 1-4 Summary of LSI MegaRAID Card Beep Codes

Beep Code HLSI Firmware State HCause (Depending on RAID Level)

3 seconds on, | SPEAKER_OFFLINE_ENTRY RAID 0: One or more driveslioié.

1 second off RAID 1: Two drives offline.

RAID 5: Two or more drives offline.
RAID 6: More than two drives offline.

1 second on,|SPEAKER_DEGRADED_ENTRY| RAID 1: A mirrored drive fail.
1 second off RAID 5: One drive failed.
RAID 6: One or two drives failed.

1 second on,| SPEAKER_HOTSPARE_ENTRY | A hot spare drive has conagl¢he
3 seconds off rebuild process and has been brought
into the array.

Not all beep codes signal an error

007-5924-005

Intel boards and systems are designed to indic& fdadiness by a series of beep codes during
POST, before video becomes available. These beeps WSB is powered and initialized.

Devices such as a pen drives or USB CD/DVD ROMaeatriattached to external USB port will
generate a beep once the device is recognized,rpdwed initialized.

These beep codes do not signal any error. ThewlsigliB and external device readiness during
POST.
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Fans don’t spin when power button pressed

Is at least one power supply fan spinning? If ylesre is good power to the modules. Verify all
required power cables are correctly plugged intodassis.

If no, there is potential lack of clean power te thodule. Swap power cables, try a different wall
circuit, or try replacing a power supply moduleg$Replacing a Power Supply” on page 156).
Fans spin when power button is pressed, but no vide o display is seen
Are there any beeps?\lés beep codes are listed in Table 1-4 on page 8kelahswer iso,
there may be a memory card error or an error Wghprocessor. For either case, contact SGI
Technical Support (see “Product Support” on page)xxv
BIOS or board logo appear, but OS load screen never  appears
This may be a problem with add-in cards in theaesystem. Contact SGI Technical Support (see
“Product Support” on page xxvi).
OS load screen appears, but nothing further
This may be a problem with add-in cards in theaesystem. Contact SGI Technical Support (see
“Product Support” on page xxvi).
OS fully loads, but errors are seen
Use operating system logging utility such as Windd@wvent Viewer or Linux dmesg to narrow
the source of the error, and contact SGI Techr@oglport (see “Product Support” on page xxvi).
Cannot boot after settings were changed in BIOS
Certain changes in BIOS settings (such as chipeétd or latency, memory timing or latency,

processor clock frequency, etc.) can cause a sytsteim longer boot. If you are able to enter the
BIOS Setup by pressing F2, reset the BIOS to faalefaults by pressing F9. Save and exit the
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BIOS Setup. If you cannot enter the BIOS SetuptamirSGI Technical Support (see “Product
Support” on page xxi).

System Gets Stuck in a Reboot Cycle

If the platform gets stuck in a cycle where itamtinuously rebooting without ever going into full
power on, try replacing two of the power supplegn if they are not reporting faults.

If a power supply has failed and does not corrastiye its fault (i.e., fialselyreports that it is

still working), it will cause the platform to gotmstandby power mode, and the platform will try
rebooting in order to power up. This can causethtform to get stuck in a reboot cycle, and
never actually successfully powering on. Repla¢hegfaulty power supplies resolves this issue.

Server Diagnostic LED Decoding
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On the server module motherboard are 8 diagno&tied. The BIOS sends a value to the LEDs
and the display can then be decoded using theAfisliplinked table (not reproduced here).
During the system boot process, the BIOS execetesral platform configuration processes, each
of which is assigned a specific hex POST code nuniiseeach configuration routine is started,
the BIOS displays the POST code on the POST diaigridsDs found on the back edge of the
server board. To assist in troubleshooting a systang during the POST process, the diagnostic
LEDs can be used to identify the last POST protebg executed.

Note: These diagnostic LED codes are only used duringesyboot.

Each POST code is represented by eight diagnoEiizsL The POST codes are divided into two
nibblets, an upper and lower nibblet. The uppebleibbits are represented by diagnostic LEDs
#4, #5, #6, & #7. The lower nibblet bits are repréed by diagnostic LEDs #0, #1, #2, & #3. The
diagnostic LED #7 is the Most Significant Bit (MSEnd diagnostic LED #0 is the Least
Significant Bit (LSB).

The table with the diagnostic codes starts on gadeofintel Server Board S2600JF, Technical
Product Specification

http://download.intel.com/support/motherboards/egsb/473674_g31608_005_s2600jf tps r1
4.pdf
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