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New Features in This Guide

Note: Be sure to read the release notes for your platforms and the late-breaking
caveats page on Supportfolio to learn about any changes to the installation and
configuration procedures.

This version contains the following:

Support for clusters with server-capable administration nodes running only SGI
ProPack for Linux. IRIX is now exclusively supported as a client-only platform and
is generally documented in CXFS MultiOS Client-Only Guide for SGI InfiniteStorage.

Because IRIX is no longer supported as a server-capable administration node,
CXFS 5.0 also no longer supports coexecution with FailSafe. Because the client
administration node type (cl i ent _adm n) was supported only for coexecution
with FailSafe, this node type is no longer supported.

For information about moving from a cluster with IRIX metadata servers to a
cluster with SGI ProPack metadata servers, see Appendix I, "Migration from a
Cluster with IRIX Server-Capable Administration Nodes" on page 597.

Note: CXFS does not support SG RDAC mode. See "Changing SG@ RDAC Mode to
SA AVT Mode for SGI RAID" on page 598.

New initial installation and update procedures: "Installation from the ISSP
Distribution" on page 112.

The ability to revoke and restore the CXFS kernel membership for the local node,
which must be a server-capable administration node, by using the st op_cxf s
and start _cxfs commands in cxfs_adm n. See "Revoke and Restore CXFS
Kernel Membership for the Local Node" on page 248.

The ability to generate streaming workload for SD/HD/2K/4K formats of video
streams by using the f r amet est (1) command. See "Generation of Streaming
Workload for Video Streams" on page 323.

Support for the f ramesort utility, which provides easy file-layout analysis and
advanced file-sequence reorganization. See "Frame Files Defragmentation and
Analysis" on page 324.



New Features in This Guide

The new site-changeable static system-tunable parameter
"mt cp_hb_| ocal _options" on page 481

Reorganization to improve clarity.

Information about the cnmgr command is located primarily in Appendix G,
"Reference to cngr Tasks" on page 493 (which has not been updated to reflect
CXFS 5.0 support). With the exception of a few administrative cngr commands,
the preferred CXFS configuration tools are cxfs_adm n and the CXFS graphical
user interface (GUI). The following cngr commands are still useful:

admi n fence

adm n nmi

adm n ping

adm n power Cycl e

adm n reset

start/stop cx_services
test connectivity

test serial

In addition, the bui | d_cngr_scri pt command is still useful.

In a future release, all of cngr functionality will be provided by the cxf s_admi n
command and the cnmgr command will not be supported.

The following commands are now deprecated: cl conf _st at us and

cl ust er _st at us. The functionality of these commands is now provided by the
cxfs_adm n command and/or the CXFS GUI. See Appendix J, "Deprecated
Commands" on page 613.
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About This Guide

This guide documents CXFS 5.0 running on a storage area network (SAN). It assumes
that you are already familiar with the XFS filesystem and you have access to the XVM
Volume Manager Administrator’s Guide.

You should read through this entire book, especially Chapter 15, "Troubleshooting" on
page 353, before attempting to install and configure a CXFS cluster.

Related Publications
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The following documents contain additional information:
* CXFS MultiOS Client-Only Guide for SGI InfiniteStorage
*  XVM Volume Manager Administrator’s Guide
® SGI InfiniteStorage High Availability Using Linux-HA Heartbeat
* Storage area network (SAN) documentation:
— EL Serial Port Server Installation Guide (provided by Digi International)
— EL Serial Port Server Installation Guide Errata
— FDDIXPress Administration Guide
— SGI InfiniteStorage RM610 and RM660 User’s Guide

—  SGI® InfiniteStorage TP9400 and SGI® InfiniteStorage TP9500 and TP9500S RAID
User’s Guide

— SGI InfiniteStorage TP9300 and TP9300S RAID User’s Guide
— SGI InfiniteStorage 6700 User’s Guide

— SGI Total Performance 9100 Storage System Owner’s Guide

— SGI TPSSM Administration Guide

xli



About This Guide

e SQGI ProPack for Linux, SGI Altix, and SGI Altix XE documentation:

The user guide and quick start guide for your SGI Altix or SGI Altix XE system
Guide to Programming Environments and Tools Available on SGI Altix XE System
NIS Administrator’s Guide

Personal System Administration Guide

Performance Co-Pilot for Linux User’s and Administrator’s Guide

SGI ProPack 5 for Linux Service Pack 5 Start Here

SGI L1 and L2 Controller Software User’s Guide

The following man pages are provided on CXFS server-capable administration nodes:

Server-Capable Administration Node Man Page Software Product

cheutil (IM)
cdbBackup(1M)
cdbRest or e(1M)
cdbconfi g(1M)
cdbuti | (1M)
cnmond(1M)

f s2d(1M)

cluster_admin
cluster_admin
cluster_admin
cluster_admin
cluster_admin
cluster_admn

cluster_admin

cl uster_servi ces. nan. nan

crms_fail conf (1M)
cnms_i nt ervene(1M)
crsd(1M)

haSt at us(1M)

xlii

cluster_services
cluster_control
cluster_services

cluster_services
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Server-Capable Administration Node Man Page

Software Product

cxfs_adm n(1M)

cxfs-confi g(1M)
cxfscp(l)
cxf sdunp(1M)

cxfslicense(1M)

Xvm1M)
xvm7M)
xvm?5)
Xvm@8)

cxf smgr (1IM)

xvngr (1M)

cxfs _admn

cxfs util
cxfs util
cxfs util

cxfs util
N/A

N/A

cxfs-xvm cmds
cxfs-xvm cmds

cxfs-sysadm cxfs-client

cxfs-sysadm xvm cli ent

Obtaining Publications

You can obtain SGI documentation as follows:

* See the SGI Technical Publications Library at http://docs.sgi.com. Various formats
are available. This library contains the most recent and most comprehensive set of
online books, release notes, man pages, and other information.

¢ You can view most of the release notes in the / docs directory.

¢ You can view man pages by typing man title at a command line.
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About This Guide

Conventions

xliv

This guide uses the following terminology abbreviations:

e  Windows refers to Microsoft Windows 2003, Microsoft Windows XP, and Microsoft
Windows Vista

® SGI ProPack refers to SGI ProPack 5 for Linux running the def aul t kernel on SGI
Altix systems and the snp kernel of SGI Altix XE systems, as specified in the
release notes

The following conventions are used throughout this document:

Convention Meaning

command This fixed-space font denotes literal items such as
commands, files, routines, path names, signals,
messages, and programming language structures.

variable Italic typeface denotes variable entries and words or
concepts being defined.

user input This bold, fixed-space font denotes literal items that the
user enters in interactive sessions. (Output is shown in
nonbold, fixed-space font.)

[1] Brackets enclose optional portions of a command or
directive line.

GUI element This bold font denotes the names of graphical user
interface (GUI) elements, such as windows, screens,
dialog boxes, menus, toolbars, icons, buttons, boxes,

and fields.

<TAB> Represents pressing the specified key in an interactive
session

adm n# In an example, this prompt indicates that the command

is executed on a server-capable administration node

client# In an example, this prompt indicates that the command
is executed on a client-only node

VDSH In an example, this prompt indicates that the command
is executed on an active metadata server
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node# In an example, this prompt indicates that the command
is executed on an any node

This guide uses Windows to refer to both Microsoft Windows 2000 and Microsoft
Windows XP nodes when the information applies equally to both. Information that
applies to only one of these types of nodes is identified.

Reader Comments

If you have comments about the technical accuracy, content, or organization of this
publication, contact SGI. Be sure to include the title and document number of the
publication with your comments. (Online, the document number is located in the
front matter of the publication. In printed publications, the document number is
located at the bottom of each page.)

You can contact SGI in any of the following ways:
¢ Send e-mail to the following address:
techpubs@sgi.com

* Contact your customer service representative and ask that an incident be filed in
the SGI incident tracking system.

¢ Send mail to the following address:

SGI

Technical Publications
1140 East Arques Avenue
Sunnyvale, CA 94085-4602

SGI values your comments and will respond to them promptly.
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Chapter 1

What is CXFS?
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Introduction to CXFS

This chapter discusses the following:

e "What is CXFS?" on page 1

* "Comparison of XFS and CXFS" on page 3

* "Comparison of Network and CXFS Filesystems" on page 6

® "Cluster Environment Concepts" on page 9

¢ "CXFS Interoperability With Other Products and Features" on page 28

¢ "Hardware and Software Requirements for Server-Capable Administration Nodes"
on page 34

* "CXFS Software Products Installed on Server-Capable Administration Nodes" on
page 35

* "CXFS Tools" on page 36

CXFS is clustered XFS, a parallel-access shared clustered filesystem for
high-performance computing environments. CXFS allows groups of computers to
coherently share XFS filesystems among multiple hosts and storage devices while
maintaining high performance. CXFS runs on storage area network (SAN) RAID
storage devices, such as Fibre Channel. A SAN is a high-speed, scalable network of
servers and storage devices that provides storage resource consolidation, enhanced
data access, and centralized storage management.

CXEFS filesystems are mounted across the cluster by CXFS management software. All
files in the filesystem are available to all hosts (called nodes) that mount the filesystem.
All shared filesystems must be built on top of cluster-owned XVM volumes.

CXFS provides a single-system view of the filesystems; each host in the SAN has
equally direct access to the shared disks and common pathnames to the files. CXFS
lets you scale the shared-filesystem performance as needed by adding disk channels
and storage to increase the direct host-to-disk bandwidth. The CXFS shared-file
performance is not limited by LAN speeds or a bottleneck of data passing through a



1: Introduction to CXFS

centralized fileserver. It combines the speed of near-local disk access with the
flexibility, scalability, and reliability of clustering.

To provide stability and performance, CXFS uses a private network and separate
paths for data and metadata (information that describes a file, such as the file’s name,
size, location, and permissions). Each request is handled in a separate thread of
execution, without limit, making CXFS execution highly parallel. See "Private
Network" on page 22

CXFS provides centralized administration with an intuitive graphical user interface
(GUI) and command-line interface. See "CXFS Tools" on page 36.

CXFS provides full cache coherency across heterogeneous nodes running multiple
operating systems. CXFS supports:

¢ Server-capable administration nodes running SGI ProPack for Linux on either all
SGI Altix ia64 systems or all SGI Altix XE x86_64 systems (do not mix
architectures of server-capable administration nodes, see "Use the Same
Architecture for All Server-Capable Administration Nodes" on page 45)

¢ Client-only nodes running any mixture of the following operating systems:
- IBM AIX
- SGI IRIX
- Apple Mac OS X
— SGI ProPack for Linux
— SUSE Linux Enterprise Server (SLES)
— Red Hat Enterprise Linux (RHEL)
— Sun Solaris
— Microsoft Windows

For details about client-only nodes, see the CXFS MultiOS Client-Only Guide for SGI
InfiniteStorage and the release notes.

CXFS provides the following high-availability (HA) features:
* Replicated configuration database

* XVM path failover (failover version 2)
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e Server failover
e Network failover

You can use the Linux-HA Heartbeat product in conjunction with CXFS to failover
associated applications. See "Highly Available Services" on page 29.

Comparison of XFS and CXFS

CXFS uses the same filesystem structure as XFS. A CXFS filesystem is initially created
using the same nkf s command used to create standard XFS filesystems.

This section discusses the following:

¢ '"Differences in Filesystem Mounting and Management" on page 3
e "Supported XFS Features" on page 4

* "When to Use CXFS" on page 5

* '"Performance Considerations" on page 5

Differences in Filesystem Mounting and Management

The primary difference between XFS and CXFS filesystems is the way in which
filesystems are mounted and managed:

e In XFS:

— XFS filesystems are mounted with the mbunt command directly by the system
during boot via an entry in the / et ¢/ f st ab file.

— An XFS filesystem resides on only one host.

— The /et c/fstab file contains static information about XFS filesystems. For
more information, see the f st ab(5) man page.

e In CXFS:

— CXEFS filesystems are mounted using the CXFS graphical user interface (GUI)
or the cxf s_adm n command. See "CXFS Tools" on page 36.

— A CXFS filesystem is accessible to those nodes in the cluster that are defined to
mount it. CXFS filesystems are mounted across the cluster by CXFS
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management software. All files in the CXFS filesystem are visible to those
nodes that are defined to mount the filesystem.

— One node coordinates the updating of metadata on behalf of all nodes in a
cluster; this is known as the metadata server.

— The filesystem information is stored in the cluster database (CDB), which
contains persistent static configuration information about the filesystems,
nodes, and cluster. The CXFS cluster administration daemons manage the
distribution of multiple synchronized copies of the cluster database across the
nodes that are capable of becoming metadata servers (the server-capable
administration nodes). The administrator can view the database and modify it
using the CXFS administration tools (see "CXFS Tools" on page 36).

— Information is not stored in the / et c/ f st ab file. (However, the CXFS
filesystems do show up in the / et c/ nt ab file.) For CXFS, information is
instead stored in the cluster database.

Supported XFS Features
XFS features that are also present in CXFS include the following;:
® Reliability and fast (subsecond) recovery of a log-based filesystem.
¢ 64-bit scalability to 9 million terabytes (9 exabytes) per file.

¢ Speed: high bandwidth (megabytes per second), high transaction rates (I/O per
second), and fast metadata operations.

¢ Dynamically allocated metadata space.

* Quotas. You can administer quotas from any IRIX, SGI ProPack, or Linux node in
the cluster with the suitable software installed, regardless of its role in the cluster,
just as if this were a regular XFS filesystem.

¢ Filesystem reorganizer (defragmenter), which must be run from the CXFS
metadata server for a given filesystem. See the f sr _xf s(1M) man page.

® Restriction of access to files using file permissions and access control lists (ACLs).
You can also use logical unit (LUN) masking or physical cabling to deny access
from a specific node to a specific set of LUNs in the SAN.

CXFS preserves these underlying XFS features while distributing the I/O directly
between the LUNs and the nodes. The efficient XES I/O path uses asynchronous
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When to Use CXFS

buffering techniques to avoid unnecessary physical I/O by delaying writes as long as
possible. This allows the filesystem to allocate the data space efficiently and often
contiguously. The data tends to be allocated in large contiguous chunks, which yields
sustained high bandwidths.

The XFS directory structure is based on B-trees, which allow XFS to maintain good
response times even as the number of files in a directory grows to tens or hundreds of
thousands of files.

You should use CXFS when you have multiple nodes running applications that
require high-bandwidth access to common filesystems. CXFS performs best under the
following conditions:

* Data I/O operations are greater than 16 KB

¢ Large files are being used (a lot of activity on small files will result in slower
performance)

¢ Read/write conditions are one of the following:
— All processes that perform reads/writes for a given file reside on the same node

— The same file is read by processes on multiple nodes using buffered 1/0O, but
there are no processes writing to the file

— The same file is read and written by processes on more than one node using
direct-access 1/0O

For most filesystem loads, the scenarios above represent the bulk of the file accesses.
Thus, CXFS delivers fast local file performance. CXFS is also useful when the amount
of data I/0 is larger than the amount of metadata I/O. CXFS is faster than NFS
because the data does not go through the network.

Performance Considerations
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CXFS may not give optimal performance under the following circumstances, and you
should give extra consideration to using CXFS in these cases:

¢ When you want to access files only on the local host.

¢ When distributed applications write to shared files that are memory mapped.
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* When exporting a CXFS filesystem via NFS. Because performance will be much
better when the export is performed from an active CXFS metadata server than
when it is performed from a CXFS client, exporting from a potential metadata
server or client is not supported. For more information, see "Node Types, Node
Functions, and the Cluster Database" on page 12.

*  When access would be as slow with CXFS as with network filesystems, such as
with the following:

—  Small files
— Low bandwidth
— Lots of metadata transfer

Metadata operations can take longer to complete through CXFS than on local
filesystems. Metadata transaction examples include the following:

— Opening and closing a file

— Changing file size (usually extending a file)
— Creating and deleting files

— Searching a directory

In addition, multiple processes on multiple hosts that are reading and writing the
same file using buffered 1/O can be slower with CXFS than when using a local
filesystem. This performance difference comes from maintaining coherency among
the distributed file buffers; a write into a shared, buffered file will invalidate data
(pertaining to that file) that is buffered in other hosts.

Comparison of Network and CXFS Filesystems

Network filesystems and CXFS filesystems perform many of the same functions, but
with important performance and functional differences noted here:

* '"Network Filesystems" on page 7

* "CXFS Filesystems" on page 7
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Network Filesystems

CXFS Filesystems

CXFS Features
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Accessing remote files over local area networks (LANSs) can be significantly slower
than accessing local files. The network hardware and software introduces delays that
tend to significantly lower the transaction rates and the bandwidth. These delays are
difficult to avoid in the client-server architecture of LAN-based network filesystems.
The delays stem from the limits of the LAN bandwidth, latency, and shared path
through the data server.

LAN bandwidths force an upper limit for the speed of most existing shared
filesystems. This can be one to several orders of magnitude slower than the
bandwidth possible across multiple disk channels to local or shared disks. The layers
of network protocols and server software also tend to limit the bandwidth rates.

A shared fileserver can be a bottleneck for performance when multiple clients wait
their turns for data, which must pass through the centralized fileserver. For example,
NFS and Samba servers read data from disks attached to the server, copy the data
into UDP/IP or TCP/IP packets, and then send it over a LAN to a client host. When
many clients access the server simultaneously, the server’s responsiveness degrades.

A CXFS filesystem is a clustered XFS filesystem that allows for logical file sharing
similar to network filesystems, but with significant performance and functionality
advantages. CXFS runs on top of a SAN, where each node in the cluster has direct
high-speed data channels to a shared set of disks.

CXFS has the following unique features:

* A peer-to-disk model for the data access. The shared files are treated as local files
by all of the nodes in the cluster. Each node can read and write the disks at
near-local disk speeds; the data passes directly from the disks to the node
requesting the I/0, without passing through a data server or over a LAN. For the
data path, each node is a peer on the SAN; each can have equally fast direct data
paths to the shared disks. Therefore, adding disk channels and storage to the SAN
can scale the bandwidth. On large systems, the bandwidth can scale to gigabytes
and even tens of gigabytes per second. Compare this with a network filesystem
where the data is typically flowing over a 1- to 100-MB-per-second LAN.
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CXFS Restrictions

This peer-to-disk data path also removes the fileserver data-path bottleneck found
in most LAN-based shared filesystems.

Each node can buffer the shared disk much as it would for locally attached disks.
CXFS maintains the coherency of these distributed buffers, preserving the
advanced buffering techniques of the XFS filesystem.

A flat, single-system view of the filesystem; it is identical from all nodes sharing
the filesystem and is not dependent on any particular node. The pathname is a
normal POSIX pathname; for example, / dat a/ usernamel directory.

Note: A Windows CXFS client uses the same pathname to the filesystem as other
clients beneath a preconfigured drive letter.

The path does not vary if the metadata server moves from one node to another or
if a metadata server is added or replaced. This simplifies storage management for
administrators and users. Multiple processes on one node and processes
distributed across multiple nodes have the same view of the filesystem, with
performance similar on each node.

This differs from typical network filesystems, which tend to include the name of
the fileserver in the pathname. This difference reflects the simplicity of the SAN
architecture with its direct-to-disk 1/O compared with the extra hierarchy of the
LAN filesystem that goes through a named server to reach the disks.

A full UNIX filesystem interface, including POSIX, System V, and BSD interfaces.
This includes filesystem semantics such as mandatory and advisory record locks.
No special record-locking library is required.

CXFS has the following restrictions:

Some filesystem semantics are not appropriate and not supported in shared
filesystems. For example, the root filesystem is not an appropriate shared
filesystem. Root filesystems belong to a particular node, with system files
configured for each particular node’s characteristics.

All processes using a named pipe must be on the same node.

Hierarchical storage management (HSM) applications such as DMF must run on
the active metadata server.
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The following features are not supported in CXFS:

The original XFS guaranteed-rate I/O (GRIO) implementation, GRIO version 1.
GRIO version 2 is supported, see "Guaranteed-Rate I/O (GRIO) Version 2
Overview" on page 30.

Swap to a file residing on a CXFS filesystem.
XVM failover version 1
External log filesystems

Real-time filesystems

Cluster Environment Concepts
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This section defines the concepts necessary to understand CXFS:

"Metadata" on page 10

"Node" on page 10

"RAID" on page 10

"LUN" on page 10

"Cluster" on page 10

"Pool" on page 11

"Node Types, Node Functions, and the Cluster Database" on page 12
"Membership" on page 22

"Private Network" on page 22

"Data Integrity Protection” on page 24
"CXFS Tiebreaker" on page 24
"Relocation” on page 25

"Recovery" on page 25

"CXFS Services" on page 28
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Metadata

Node

RAID

LUN

Cluster

10

Also see the Glossary on page 639.

Metadata is information that describes a file, such as the file’s name, size, location, and
permissions. Metadata tends to be small, usually about 512 bytes per file in XFS. This
differs from the data, which is the contents of the file. The data may be many
megabytes or gigabytes in size.

A node is an operating system (OS) image, usually an individual computer. (This use
of the term node does not have the same meaning as a node in an SGI Origin 3000 or
SGI 2000 system.)

A redundant array of independent disks.

A logical unit number (LUN) is a representation of disk space. In a RAID, the disks
are not individually visible because they are behind the RAID controller. The RAID
controller will divide up the total disk space into multiple LUNs. The operating
system sees a LUN as a hard disk. A LUN is what XVM uses as its physical volume
(physvol). For more information, see the XVM Volume Manager Administrator’s Guide.

A cluster is the set of nodes configured to work together as a single computing
resource. A cluster is identified by a simple name and a cluster identification (ID)
number. A cluster running multiple operating systems is known as a multiOS cluster.
A given node can be a member of only one cluster.

LUNs are assigned to a cluster by recording the name of the cluster on the LUN.
Thus, if any LUN is accessible (via a Fibre Channel connection) from nodes in
different clusters, then those clusters must have unique names. When members of a
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cluster send messages to each other, they identify their cluster via the cluster ID.
Cluster names and IDs must be unique.

Because of the above restrictions on cluster names and IDs, and because cluster
names and IDs cannot be changed after the cluster is created (without deleting the
cluster and recreating it), SGI advises that you choose unique names and IDs for each
of the clusters within your organization.

Pool

The pool is the set of nodes from which a particular cluster may be formed. (All nodes
created when using the cxf s_admi n tool are automatically part of the cluster, so the
concept of the pool is obsolete when using cxf s_admi n.)

Only one cluster may be configured from a given pool, and it need not contain all of
the available nodes. (Other pools may exist, but each is disjoint from the other. They
share no node or cluster definitions.)

A pool is first formed when you connect to a given server-capable administration
node (see "Node Types, Node Functions, and the Cluster Database" on page 12) and
define that node in the cluster database using the GUI You can then add other nodes
to the pool by defining them while still connected to the first node. (If you were to
connect to a different server-capable administration node and then define it, you
would be creating a second pool).

Figure 1-1 shows the concepts of pool and cluster. Node9 and Nodel0 have been
defined as nodes in the CXFS pool, but they have not been added to the cluster
definition.
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Cluster
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Figure 1-1 Pool and Cluster Concepts

Node Types, Node Functions, and the Cluster Database

12

The cluster database (CDB) contains configuration and logging information. A node is
defined in the cluster database as one of the following types:

Server-capable administration node, which is installed with the cl ust er _admni n
software product and contains the full set of cluster administration daemons
(fs2d, crsd, cad, and cond) and the CXFS server-capable administration node
control daemon (cl conf d). Only nodes running SGI ProPack for Linux can be
server-capable administration nodes. This node type is capable of coordinating
cluster activity and metadata. Multiple synchronized copies of the database are
maintained across the server-capable administration nodes in the pool by the
cluster administration daemons.

Note: For any given configuration change, the CXFS cluster administration
daemons must apply the associated changes to the cluster database and distribute
the changes to each server-capable administration node before another change can
take place.
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For more details, see:
— "Cluster Administration Daemons" on page 40
"CXFS Control Daemons" on page 41
— Appendix A, "CXFS Software Architecture" on page 419

Client-only node, which is installed with the cxfs_cl i ent software product and
that has a minimal implementation of CXFS that runs the CXFS client control
daemon (cxfs_cli ent). The client-only nodes in the pool do not maintain a
local synchronized copy of the full cluster database. Instead, one of the daemons
running on a server-capable administration node provides relevant database
information to the client-only nodes. If the set of server-capable administration
nodes changes, another node may become responsible for updating the client-only
nodes. This node can run any supported operating system.

This node can safely mount CXFS filesystems but it cannot become a CXFS
metadata server or perform cluster administration. Client-only nodes retrieve the
information necessary for their tasks by communicating with a server-capable
administration node. This node does not contain a copy of the cluster database.

For more details, see:

"CXFS Control Daemons" on page 41
— Appendix A, "CXFS Software Architecture" on page 419
— CXFS MultiOS Client-Only Guide for SGI InfiniteStorage

For each CXFS filesystem, one server-capable administration node is responsible for
updating that filesystem’s metadata. This node is referred to as the metadata server.

Multiple server-capable administration nodes can be defined as potential metadata
servers for a given CXFS filesystem, but only one node per filesystem is chosen to
function as the active metadata server, based on various factors. There can be multiple
active metadata servers in the cluster, one per CXFS filesystem.

All other nodes that mount a CXFS filesystem function as CXFS clients. A
server-capable administration node can function at any point in time as either an
active metadata server or a CXFS client, depending upon how it is configured and
whether it is chosen to function as the active metadata server.
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Note: Do not confuse CXFS client and metadata server with the traditional data-path
client/server model used by network filesystems. Only the metadata information
passes through the metadata server via the private Ethernet network; the data is
passed directly to and from storage on the CXFS client via the Fibre Channel
connection.

The metadata server must perform cluster-coordination functions such as the
following:

¢ Metadata logging

¢ File locking

¢ Buffer coherency

¢ Filesystem block allocation

All CXFS requests for metadata are routed over a TCP/IP network and through the
metadata server, and all changes to metadata are sent to the metadata server. The
metadata server uses the advanced XFS journal features to log the metadata changes.
Because the size of the metadata is typically small, the bandwidth of a fast Ethernet
local area network (LAN) is generally sufficient for the metadata traffic.

The operations to the CXFS metadata server are typically infrequent compared with
the data operations directly to the LUNs. For example, opening a file causes a request
for the file information from the metadata server. After the file is open, a process can
usually read and write the file many times without additional metadata requests.
When the file size or other metadata attributes for the file change, this triggers a
metadata operation.

The following rules apply:

¢ If another potential metadata server exists, recovery will take place. For more
information, see "Recovery" on page 25.

¢ If the last potential metadata server for a filesystem goes down while there are
active CXFS clients, all of the clients will be forced out of the filesystem.

¢ If you are exporting the CXFS filesystem to be used with other NFS clients, the
filesystem must be exported from the active metadata server for best performance.
For more information on NFS exporting of CXFS filesystems, see "CXFS Mount
Scripts" on page 291.
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* There should be an odd number of server-capable administration nodes with CXFS
services running for quorum calculation purposes. If you have a cluster with more
than two nodes, define a CXFS tiebreaker node. See "CXFS Tiebreaker" on page 24
and "Use an Odd Number of Server-Capable Administration Nodes" on page 48.

Figure 1-2 shows nodes in a pool that are installed with the cl ust er _admi n
software product and others that are installed with the cxf s_cl i ent software
product. Only those nodes with the cl ust er _admi n software product have the

f s2d daemon and therefore a copy of the cluster database. (For more information,
see Table 1-2 on page 40 and Table 1-3 on page 41.)

Server-capable
Administration
Nodel

Server