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1 Overview

1.1 Purpose

This guide is intended to describe all the aspects of work with SGI NAS. For the step-
by-step installation instructions read the SGI NAS Quick Start Guide. The SGI NAS User Guide
contains basic SGI NAS terminology, NMV and NMC managing instructions, and provides

information about basic SGI NAS functionality.

1.2 Audience
The guide's audience is the SGI NAS administrators, system administrators, users or any
other involved parties.
1.3 Document conventions
* SGI NAS Management Console (NMC) commands:

I nmc:/$

¢ UNIX shell commands:

K

* Anote or another piece of important information:

<@



http://nexenta.com/corp/support/resources/product-documentation/63
http://nexenta.com/corp/support/resources/product-documentation/63




SGI NAS User Guide

2 Introduction

SGI NAS is a software-based storage appliance based on the Zetta File System (ZFS) from
OpenSolaris. SGI NAS supports file and block storage and a variety of advanced storage
features such as replication between various storage systems and virtually unlimited

snapshots and file sizes.

The product supports direct-attached SCSI, SAS, and SATA disks, and disks remotely
connected via iISCSI, FibreChannel, or AoE protocols. Networking support includes
10/100/1G BaseT and many 10G Ethernet solutions, as well as aggregation (802.3ad) and

multi-path I/O. For most installations, we recommend 100Mbps Ethernet at a minimum.

An in-kernel CIFS stack is provided and NFS v3 and v4 are supported. For easy access from
Windows, WebDAV offers another file sharing option. The product also makes use of rsync,
ssh, and zfs send/receive, CIFS and NFS transports for tiering and replication. Block level

replication (remote mirroring) is provided as an optional module.

Directory services such as Active Directory and LDAP are supported, including UID mapping,

netgroups, and X.509 certificate based client authentication.

2.1 Terminology

SGI NAS SGI NAS System.

SA-API Storage Appliance API. NMS (see next) is a sole provider of SA-API. The API provides
access to the appliance's management objects and services. All client management
applications use the same API (namely, SA-API) to monitor and administer the appli-
ance. This ensures consistent view of the appliance from all clients, transactional be-
havior of all management administrative and monitoring operations, and easy third-
party integrations. Read full description of SA-API in SA-API documentation

NMS SGI NAS Management Server. There is only one server instance per appliance. The
server provides public and documented Storage Appliance API (SA-API) available to all

11
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appliance management and monitoring clients, remote and local, including (but not
limited to) NMC.

NMC

SGI NAS Management Console. NMC can be used universally to view and config-
ure every single aspect of the appliance: volumes and folders, storage and
network services, fault triggers and statistic collectors. NMC communicates with
the local NMS (see previous) and remote management consoles and management
servers to execute user requests. Multiple NMC instances can be running on a given
appliance. NMC is a single-login management client with a capability to manage mul-
tiple appliances and groups of appliances.

NMV

SGI NAS Management View. Web client uses the same SA-API (above) to communicate
with the NMS. NMV shows status of all appliances on the network, displays graphical
statistics collected by 'statistic collectors' (see below), and more.

SGI NAS management software is further illustrated in Section “Functional Block
Diagram” below.

Volume

SGI NAS volume is a ZFS pool (a. k. a. zpool), with certain additional attributes.
There is a one-to-one relationship between a volume and the underlying ZFS pool.

Folder

SGI NAS folder is a ZFS filesystem.

Auto-Snap

A type of appliance's storage service. The auto-snap service enables easy manage-
ment of snapshots, providing regular multiple period scheduling on a per-folder or per-
volume basis (with or without recursion into nested folders/filesystems). In addition,
auto-snap allows to define a certain snapshot-retention policy. Snapshots can be kept
for years, and/or generated frequently throughout the day.

Auto-Tier

A type of the appliance's storage services. The auto-tier (or simply, “tiering”) ser-
vice can regularly and incrementally copy data from one host (local or remote, appli-
ance or non-appliance) to a destination, local or remote, again of any type. SGI NAS
auto-tier service runs on a variety of transports, and can use snapshots

as its replication sources. This solution fits the more common backup scenarios found
in disk-to-disk backup solutions. However, unlike regular backup solutions with only
the latest copy available on the backup destination, this solution provides the advant-
age of both 'the latest copy' and a configurable number of previous copies.

12
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Auto-Sync

A type of the appliance's storage services. The auto-sync (or simply, “syncing”)
service will maintain a fully synchronized copy of a given volume or folder on another
SGI NAS System. Where tiering provides a copy, SGI NAS auto-sync

service provides a true mirror, inclusive of all snapshots. The major difference between
auto-tier (see previous) and auto-sync services that the latter transfers both
data and filesystem metadata from its source to its (syncing) destination. This allows
for standby hosts, as well as image-perfect recovery sources for reverse mirroring in
case of a failure in the primary storage.

Auto-CDP

Automatic Continuous Data Protection (CDP) service. SGI NAS auto-cdp service
provides remote mirroring capability. The service allows to replicate disks between two
different appliances in real time, at a block level. Conceptually, the service performs a
function similar to local disk mirroring scheme of RAID 1 except that in the case of
auto-cdp this is done over IP network.

Auto-CDP is distributed as plug-in (see below).

Trigger

Fault Triggers, or simply 'triggers', are the appliance's primary means of fault manage-
ment and reporting. Each fault trigger is a separate (runtime-pluggable) module that
typically runs periodically at a scheduled interval and performs a single function, or a
few related functions. Triggers actively monitor appliance's health, state of all its ser-
vices and facilities, including hardware. See also 'SGI NAS Runners' below.

Collector

Statistic Collectors, or simply 'collectors' are, as the name implies, the appliance's
means to collect network and storage statistics. A large number of network and stor-
age IO counters is collected on a regular basis and recorded into SQL database. The
data is then used to generate daily and weekly reports, and (via NMV - see above)
various performance/utilization graphs and charts. The available collectors include
'volume-collector', 'mfs-collector', 'network-collector'. See
also 'SGI NAS Runners' below.

Reporter

Yet another type of pluggable module tasked to generate periodic reports. The avail-
able reporters include 'network-reporter', 'nfs-reporter', 'volume-
reporter', 'services-reporter'. See also 'Runners' below.

Indexer

Indexer is a special runner that exists for a single purpose: to index a specified folder,
or folders. Once a folder is indexed, it can be searched for keywords, and the search
itself takes almost no time.

In a way, Indexers provide functionality similar to Internet search engines (think
'Google'). However, in addition to searching the most recent raw and structured
data, Indexer will allow you to search back in history - as long as there are snapshots
available (that is, retained according to the auto-sync/tier/snap policies) to
keep this history.

13
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Runner

Triggers, Collectors, Reporters, and Indexers - also commonly called 'Runners' - are
pluggable modules that perform specific Fault Management, Performance Monitoring,
Reporting, and archive Indexing tasks. All appliance's runners use the same SA-API
(see above) provided by NMS (see above). The runners can be easily added - they are
the source of future customizations in the product.

COMSTAR

Common Multiprotocol SCSI Target. In addition to providing support for the iSCSI and
Fibre Channel protocols, COMSTAR addresses an overall design goal of making it pos-
sible to build a fully compliant (in the strict T10 standards sense) block level storage
target.

SGI NAS can export ZFS storage as fully virtualized thin provisioned FC or iSCSI
LUNs. For more information, please refer to the Section 'SCSI Target'. Support for
Fibre Channel as a target is available from the optional Target FC plug-in.

LUN

Physical and logical drives, attached to the appliance directly or via iSCSI or FC SAN,
are commonly called LUNs. The terms “LUN”, “hard drive” and “disk” are used inter-
changeably.

See also http://en.wikipedia.org/wiki/Logical_Unit_Number

Zvol

Emulated (virtual) block device based on a given appliance's volume. Can be used as
additional swap partition but the primary usage: easy iSCSI integration. Zvol is a
powerful and flexible tool also because of its tight integration with the appliance's stor-
age services. Zvol can be thin provisioned, and can be grown over time, both in terms
of its effective and maximum size. Thin provisioned (also called 'sparse') zvol does not
allocate its specified maximum size. At creation time thin provisioned zvol actually al-
locates only a minimum required to store its own metatadata. You can grow both the
effective (actually used) size of the zvol by storing more data on it, and the maximum
size of the zvol, by incrementing its property called 'volsize'.

Plug-in

SGI NAS extension module that can be easily added (installed) and removed. plug-
in uses the same SA-API (see above) as all the rest software components, and imple-
ments a certain well-defined (extended) functionality. At installation time, plug-in in-
tegrates itself with the appliance's core software. Many plug-ins are integrated with
NMC and NMV and add new menus and commands.

System
checkpoint

System checkpoint (or simply 'checkpoint') is a bootable snapshot of the appliance's
operating system. SGI NAS provides a reliable and secure software upgrade mech-
anism that relies on system checkpoints.

Prior to any software upgrade, the current working root filesystem is snapshot-ed and
the resulting snapshot is then converted into a bootable system checkpoint, visible via
GRUB boot menu.

System checkpoint is automatically created when you upgrade the base appliance

14
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software and/or install additional (pluggable) modules. For details on the appliance's
safe and live upgrade mechanisms, please see Section 'Upgrades'.

2.2 Functional Block Diagram

The following block diagram illustrates the main components of the SGI NAS management

architecture. The management software includes SGI NAS Management Server and its clients:

NMC, NMV, SGI NAS runners (see Section 2.1, Terminology, above), SGI/ NAS plug-ins,

2" tier storage services.

network

Console
client

NMC - Management Console

+ Power shell delivering appliance’s
multi-tier storage services

+ Single login, centralized management
of multiple appliances and groups of
appliances

« Command completions, command

SGI NAS Runners SGI NAS Plugins

» Continuous Data Protection
Fault Management + API Browser
(fault triggers) » Performance Benchmarks
Statistics Collection « Extended performance/
(collectors) capacity/utilization graphical
Daily and weekly statistics
reports (reporters) .

scripting and baiching, command
search, intelligent help, stepwise
guided execution, command piping,
history, man pages

* Customizable pluggable NMC
extensions

SA-API

3 Party Integrations

2" tier Storage Services

« AutoSync (auto-sync)
* AutoTier (auto-tier)

« AutoSnap (auto-snap)
e« AutoCDP (auto-cdp)

SA-API
SA-API

SA-API

NMV - Management View

Appliance’s Web management interface over
HTTPS (default) or HTTP

Initial Configuration Wizard

Summary (appliance-at-a-glance)

Event notification (e. g., upgrades available)
Configuration, Fault Management, User and
Group Management

Ajax based remote console (NMC)
Graphical slalislics

Single login, single-point management of
multiple appliances

Customizable pluggable NMV extensions

==

NMS - Management Server

A sole provider of the Storage Appliance APl (SA-API)
Configuration Management, Fault Management, Statistics Ccllection
User and Group Management, extended ACLs

Daily and weekly Reports

Storage and Network Services

Health monitoring, OS-integrated fault detection and notification

File and directory sharing

Safe and live software upgrade, system checkpoints

Customizable pluggable extensions
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2.3 Storage Limits

With ZFS many of the limits inherent in the design of other storage systems go away. Here is a

summary of some of the key threshold limits in ZFS.

Description Limit
Number of files in a directory 278
Maximum size of a file system 2% bytes
Maximum size of a single file 2" bytes
Number of snapshots of any file system 20
Number of file systems in a pool 20
Maximum pool size 2'7° bytes
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3 NMC Overview

The SGI NAS Management Console (NMC) provides a complete set of operations for
managing the storage appliance. NMC also includes wizards and the ability to record and
replay commands across all deployed SGI NAS instances. Command completion is
provided to guide you through the interface. Using 'help keyword'is another way to learn

the available commands.

3.1 Accounts

SGI NAS provides a “root” and “admin” user account. In NMC, the “root” user account has
rights to perform all actions. The default passwords are “nasnas” and should be changed
immediately after system installation. The passwords can be changed using the NMC

command:

I nmc:/$ setup appliance password

3.2 Command Completion

You can interchangeably use the “TAB-TAB” approach for command completion, type
command names or partial command actions to enter a menu driven mode, or add “-h” as

necessary to most secondary commands for full usage statements and examples.

Whichever way you use to enter commands, NMC will present a number of (completion)
choices. To quickly find out the meaning of all those multiple options, type '?' and press Enter.

For instance, type show appliance, and press TAB-TAB or Enter:

I nmc:/$ show appliance

In response NMC will show a number of options - in this particular case appliance's services
and facilities that can be 'shown'. Note that <2> is part of the show appliance completion
set - its presence indicates availability of brief per-option summary descriptions. Next:

e type'?

17



SGI NAS User Guide

* observe brief descriptions
* decide which (completion) option to use

* repeat the sequence, if needed

3.3 Command Summary

The commands available in NMC are shown in the following table.

show display any given object, setting or status

setup create or destroy any given object; modify any given setting

query advanced query and selection

switch manage another SGI NAS System or a group of systems

destroy destroy any given object: volume, folder, snapshot, storage
service, efc.

create create any given object: volume, folder, snapshot, storage
service, etc.

run execute any given runnable object, including storage services:

auto-snap auto-scrub auto-sync auto-tier
share share (via NFS, CIFS, RSYNC, FTP and WebDAYV [31]) a

volume or a folder.

Share zvol (Section “Terminology”) wvia iSCSI.

unshare unshare a volume or a folder
record start and stop NMC recording sessions
help SGI NAS manual pages

Of these, the primary commands are setup and show. YOU can run setup usage Of show
usage to get a comprehensive usage guide for these commands. Search the result using '/'

(forward search) and '?' (backward search).

By running setup, you can see the available options.
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nmc:/$ setup

Option ?

<?> appliance auto-scrub auto-snap auto-sync auto-tier collector
delorean diagnostics folder group inbox indexer iscsi 1lun mypool/
network plug-in recording reporter script-runner snapshot storagelink
trigger usage volume zvol
Navigate with arrow keys (or hjkl), 'gq' or Ctrl-C to quit

Summary information: short descriptions and tips

By running show, you can see the available options.

nmc:/$ show
Option ?
all appliance auto-scrub auto-snap auto-sync auto-tier collector
faults folder group inbox indexer iscsi lun mypool/ network
performance plug-in recording reporter script-runner scsi-target share

snapshot trigger usage version volume zvol

Navigate with arrow keys (or hjkl), 'q' or Ctrl-C to quit

Appliance at a glance: show appliance's network and

3.4 Scripting

NMC is easily scriptable, and can be used to quickly create custom scripts that run
periodically, on event, or on-demand.

For more information, run in the NMC:

I nmc:/$ create script-runner -h

I nmc:/$ record -h
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4 NMV Overview
SGI NAS Management View (NMV) is SGI's Web-based GUI. Nearly all administrative

functions can be performed using this GUI.

4.1 Accounts

SGI NAS provides a “root” and “admin” user account. In NMV, the “admin” user account
has rights to perform all actions. The default passwords are “nasnas” and should be changed
immediately after system installation. The passwords can be changed on the 'Settings' tab

under the 'Appliance’ heading.

4.2 Login

The default management port is 2000. Both HTTP and HTTP/s access are supported.

4.3 Navigation
The primary tabs in NMV are:
o Status
o Settings
« Data Management
* Analytics
The Status pages give you status on the appliance, network, and storage.
The Settings pages allow you to make configuration changes to the appliance.
The Data Management pages allow you to administer data volumes and folders.

The Analytics pages allow you to see storage and network performance trends over time.
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About Support Add Capacity Register Help
@ Status % (m @ Data Management @& Analytics
M General [fjStorage s Network Console [=|Viewlog 3 Jobs

Status Launchpad

An easy way to view appliance, groups and component statuses.

|-—| General Storage
| Show general appliance, groups and components statuses. _ Show storages status information.
T’_J

Network
Dﬂ Show network status information.

Found a bug?  Feature request? — Request Technical Support

4.4 Terminal Access

Note that you can access NMC from within the Web browser by clicking the Console icon.

4.5 View Log

The results of administrative actions are shown on a status bar at the top of the page. However
it quickly disappears. To see the results of actions that have taken place in this Web session

you can click on 'View log' in the upper right corner of the GUI.
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5 Initial Setup

During the installation process you register your software on the Web and receive a license in

email. Next you enter some basic network configuration information such as the default

gateway to be used.

After the network configuration is setup the Web server can start. To connect to NMV from a

Web browser enter the configured network address in the browser and use port 2000.

Once connected to the Web server for the first time, the installation wizard will lead you

through a few basic installation steps.

5.1 Installation wizard |

Step 1. Provide some basic information about the appliance, such as host and domain name,

timezone, NTP Server, keyboard layout and language.

[Z] View log

Basic Configuration STEP #1: BASIC CONFIGURATION

Update basic configuration information:

geographical time zone, default keyboard HostName [myhost
layout, appliance’s hostname and Default appliance’s host name. [t must begin and end with ASCI letter or digit, and can only contain ASCI| letters, digits, and
domainname. hyphens ().

Domain Name [mydomain.com |

Admin Passwords Default appliance’s domain name. Domain name is a group of labels delimited by dots (7). Labels can only contain ASCII
letters, digits, underscores (*_7) and hyphens (*-7. Each label must not have more than 63 characters and must not begin or
== end with a hyphen (*-. It is desirable for the domain name to contain a Top Level Domain (.com, .net, etc.), but you can use
Motification System any domain name.
Save Configuration? Time Zone [america ¥ | [United States - US/Pacific v ]

Geographical fime zone for selected continent and country,

NTP Server [pool.ntp.org |
Default NTP server address.

Keyboard Layout | US-English v |
Drefault keyboard layout.

Language

User Interface Language

Next
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GMT, UTC, UCT, Zulu, Universal timezones are specified by selecting 'Etc' in left drop-down 'Time
Zone' list and choosing required in the right box.

Step 2. Specify root and admin user passwords.

View log

Admin Passwords

Password for root [s.. . ]
Change root password.

Assign root and admin Users passwords.

Notification System

Repeat root password [ssssssssssses |
Re-enter root password.

dfor admin | |

Save Configuration?

Change admin password.

Repeat admin password [«

.

Re-enter admin password.

Back . Next

Step 3. On the next screen provide notification information. Specify SMTP server information

to enable automatic issue reporting to SGI Support, requesting additional capacity, etc.

[Z] view log

Admin Passwords

Notification System

Setup event notification and reporting
mechanism. During its operation, the
appliance will be sending you e-mail
updates with fault management reports
including detailed information on
hardware and/or software failures.
Appliance will also send you periodic
dailyweekly status reports for variety of
subsystems including detailed reports on
Storage and Network utilization.

Save Configuration?

Basic Configuration STEP #3: NOTIFICATION SYSTEM

SMTP Server

SMTP User

SMTP Password

SMTP Send Timeout

SMTP Authentication

From E-Mail Address

E-Mail Addresses

E-Mail Addresses for faults

[localnost |
Mailer's hostname or IP address (may optionally contain SMTP port delimited by colon).

SMTP user name.

SMTP server password,

[30
SMTP server send timeout (in seconds).

Select authentication method.

|myhost-noreply@ mydomain.com

Wil be used as the address contained in the "From’ field of the emails sent by appliance.

rooti@ localhost

‘One or more comma-separated e-mail addresses to be used by the appliance for daily status reports.

OPTIONAL. One or more comma-separated e-mail addresses, to be used by the appliance for fault
notifications. If this field is left empty, the above "E-Mai Addresses” will ke used for fault notification,

OPTIONAL. One or more comma-separated ive e-mail addi to be used by the
appliance for statistics. Can be left skipped. In that case, 'E-Mail addresses’ will be used for siatistics.

E-Mail Addresses for statistics

Back Test || Mext
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You can specify separate e-mail addresses for statistics (Volumes reports, Network Statistics,

NFS Statistics), notifications (system reports with status 'NOTICE' and 'INFO') and faults

(system reports with status 'WARNING' and 'CRITICAL').

After completing the installation steps, you'll be asked to confirm the settings and save the

configuration.

After saving the configuration you are taken to a second installation wizard.

[£] view log

Basic Configuration

Admin Passwords

Naotification System

Save Configuration?

Setting

(= Basic Configuration (6 items)
Host Name

Domain Name

Time Zone

NTP Server

Keyboard Layout

Language

= Admin Passwords (2 items)
Passwaord for root

Password for admin

= Notification System (9 items)
SMTP Server

SMTP User

SMTP Password

SMTP Send Timeout

SMTP Authentication

From E-Mail Address

E-Mail Addresses

E-Mail Addresses for faults
E-Mail Addresses for statistics

STEP #4: SAVE CONFIGURATION?

Value

myhost
mydomain.com
US/Pacific
pool.ntp.org
US-English
English

************

************
Plain

myhost-noreply@mydomain.com
root@localhost

*Values marked in bold have been changed during Wizard 1

Back || save
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5.2 Installation wizard Ii

Step 1. Here you can add or delete network interfaces, setup primary interface,

aggregate interfaces, configure, setup default gateway and name servers.

[£| View log
STEP #1: NETWORK
Please verify networking configuration. Network Interfaces:
Primary interface must be configured; it
will be used for management access to Interface T Configuration Prima Actions
this storage node. You may also want to ype gy v
create separate aggregated interface(s) e1000g0 physical Using DHCP as 172.16.157.150/255.255.255.0 ® b 4
for large data transfers.
o
p
iSCSl Initiator Add Interface
Type of new interface: single or aggregated.
All Available Devices
Review Changes and Exit i
Available capable interfaces. Select just one for single type or two or more for aggregation. To select/deselect multiple
items use CTRL key.
No more devices found
Edit Interface
Configured Interfaces
All available figured interfaces. For aggregation select two or more interfaces.
Configuration Method

Network Interface cenfiguration methed: static or dynamic (via DHCP).

Save | | Unconfigure

Change Default Gateway

Default Gateway [172.16.157.2
Detault networking gateway IPv4 address in a dot-decimal notation (#.% #.#)

Save

Change Name Servers

Name Server1 [172.16.157.2 |
Primary naming server |Pv4 address in a dot-decimal notation (#.4.4.%).

Name Server2 | ]
Secondary naming server |Pv4 address in a dot-decimal notation (#.#.% #).

Name Server 3 | |
Additional naming server |Pv4 address in a dot-decimal notation (#.4.4.3).

Save

MNext Step ==
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Step 2.  Configure iSCSI Initiator to use virtual disks exported via VMware or another

iISCSI target. The appliance supports all 3 types of iSCSI discovery.

] viewlog

iSCSl Initiator parameters:

Setup ISCSI Initiator to utilize virtual disks Initiator Name [ i
z : ign. 1986-03.com.sun:01:40956dealdii. 4fcde2f2 \
?a);;g;led LN E otariaiica! iISCS initiator node name, Maximum of 223 characters.

Initiator Alias |myh05t \
iISCSl initiator node alias. Maximum length of 223 characters.

Authentication Method | pNOME v
Volumes .
Authentication mode; none or CHAP,
Folders and Shares Number of Sessions [1 v
The number of configured iSCS| sessions that will be created for each ISCSI target to utilize /0 multipathing

Review Changes and Exit

I
]

Header Digest Method |nyoNE v
Enabie or disable CRC32 check for SCSI packet headers (may affect performance).

Data Digest Method |nNoONE »
Enable or disable CRC32 check for SCSI data transfers (may affect performance).

RADIUS Server Access

Enable or disable RADIUS server to access and verify authorization.

7
E
g

Save

c iscsl y

Parameter Type Enabled Delete

Additional iSCSI discovery method:

ISCSI Discovery Method [ Target Address Discovery ¥ |
Method to discover new iSCSI targets: SendTargets, static address or iSNS server.

ISCSl Target IP Address | |
iSCSI Target IPv4 address and optional port number in form .3 .4 4] port].

| Add Discovery |

<< Previous Step | NextStep >>

27



SGI NAS User Guide

Step 3.  Allows you to review the available disks. If any new disks were added, click on

refresh and they will appear in the list:

[Z] View log

I CEI
iSCS! Initiator Disks:

Disk Device Type Size Volume Attach Model

c0t1d0 sd2 disk 6849 GB mpt FUJITSU, Rev. 0104
VVolumes utilize physical and/or virtual c0t2d0 sdl disk 232.89 GB syspool mpt Hitachi, Rev. VSDOAT3A
disks. In VMware environment, you can
use virtual disks or physically connected c0t3d0 sd3 disk G8.49 GB mpt FUJITSU, Rev. 0104
fevioes exponed Ma NWWare wizald, c0t4do sd4 disk 68.49 GB mpt FUJITSU, Rev. 0104
Alternatively, you can utilize directly
aftached disks or use iSCSl to access cOt5d0 sd5 disk 68.49 GB mpt FUJITSU, Rev. 0104
poals of disks remotely. —

Refresh...
Volumes
<< Previous Step || Next Step >>

Folders and Shares

Review Changes and Exit
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Step 4. Next, the Wizard will help you to create or import data volumes:

iSCSl Initiator Volumes:

Operations:

Add New Volume

Volumes can be created by selecting one
or more physical disks connected to the

appliance directly or via iSCSI. Volumes @ Performance considerations

can be exported and imported. You may

also want to assign a volume identifying For mirrored configurations § § §

descriptionicomment. Random read performance scales linearty with the number of disks; write performance scales linearly with the number of mirror

sets.
Sequential read throughput scales linearly with the number of disks; write throughput scales inearty with the number of mirror

For parity (RAID-Z, RAID-Z2) configurations:
Random read and wrile performance scales linearly with the number of RAID sets

Caution! It is NOT recommended to use non-redundant device configuration within a ZFS volume

Volume

Available Disks Final Volume C

g
cOt1dO : mpt(disk) : 68.49 GB|~ Redundanc; =
T

cOt4d0 : mpt(disk) : 68.49 GB|
c0t5d0 : mpt{disk) : 68.49 GB|

<< Remove selecled

<< Remove all

Avaieble physical and logical (virtual) disks.  Add or Remove disks and groups . This configuration will be used to creale
Mounted/Sices/Partiions are not allowed, volume

Volume Properties:

Name | |
Volume name must begin with a fefter and can only contain
aiphanumeric charecters (a-z, A-Z, 0-9) in addition to the following
thiee special characters; underscore (), hyphen () and period ()
Volume name has the following restrictions: the beginning sequence
£{0-9] is not allowed: the name log is reserved; a name that begins
with miirror, raidz, or spare is not alowed because these name are
reserved.

In addition, volume name must not contain a percent sign ()

Description | |

Cpiional volume tescription, Maximum length i 255 characters

Deduplication

Cantrols the deduplication option for the volume. If enabled, it wil
optimize use of duplicate copies of data, Default & off.

Compression
Cormms the compression algorithm used for this dataset. Default is
compression to “on” uses the izjb compression
abgoﬁthm The ki compression aigorithm is optimized for
performance while providing decent data compression. Currently,
“gzip” is equivalent o "gzip-6"

Autoexpand
Controls automatic pool expansion when the underlying LUN is
grown.

syne
Controls synchronous requests (standard - ensure all synchronous
requests are written to stable storage; always - every file system
transaction will be written and flushed o stable slorage by system
call return; disabled - synchronous requests are disabled). Defauit is

standard.
Force ||
creation Forces use of {virtual or physical) disks (LUNs) even if they appear
1o be in use,
Create Volume
Import Volume
No exported or destroyed volumes found.
<< Previous Step | Next Step >>
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Step 5. Create folders.

|=| View log
iSCSI Initiator Folders:
No available folders.
Operations:
Volumes
Create New Folder
Folders and Shares
Atthis st 1t te initial bk
IS step you may want to create initial -
folder structure and share folders via NFS, REMEES YOk
CIFS, RSYNC, FTP, and/or WebDAV.
; - r : : Folder Name
Consider using the integrated indexing [fol1 ; — - - ;
. g : Each folder s by backslash () can only contain alphanumeric characters (a-z, A-
facility to enable probabilistic searching. c i ; ; : @ :
The indexing facility is integrated with ZFS Z, 0-9) in addition to the fn\lpwmg_ three special cha_.racters. underscore {_), h_yphen {-) and |_:-Enud 8]
Folder pathname must begins with an ic and not a percent sign (%),

snapshots allowing searching of
documents in snapshots as well. Description | |

Human-readable description for this folder.
Review Changes and Exit

Record Size

Specifies a suggested block size for files in the folder. Default is 128K,

LogBias |jatency v
Provide a hint to ZFS about ing of synch v in this dataset. If logbias is set to latency (the
default), ZFS will use pool log devices (if configured) to handle the requests at low latency. If loghias is set to
throughput, ZFS wil not use configured pool log devices. ZFS will instead optimize synchronous operations for
global pool throughput and efficient use of resources.

Controls the deduplication option for this dataset. If enabled, it will optimize use of duplicate copies of data. Default
is "off".

Compression
Controls the compression algorithm used for this dataset. Default is "on”. Setting compression to “on” uses the
kzjb compression algorithm. The kjb compression algorithm is optimized for performance while providing decent
data compression. Currently, "gzip” is equivalent to "gzip-67.

Number of Copies
Controls the number of copies of data stored for this dataset. Defaul is "1,
Case Sensitviy

Indicates whether the file name matching algorithm used by the file system should be case-sensitive, case-
i itive, or allow a ination of both styles of matching. Use "mixed” if the folder is planned to be shared via
CIFS and NFS at the same time. Default is "mixed”.

Unicode Only

Enabie it if you want to exclude non-Unicode file names creation for this folder. If set, this option will ensure better
inter-client operability. Make sure this option is enabled if you are planning to use this folder as a share for MacOS
X, Windows and Linux clients. Defaudt is "off”

Sync | standard ¥

Controds synch ] {: - ensure all synchronous requests are written to stable storage;
ahways - every file system transaction will be written and flushed to stable storage by system call return; disabled
- 5y requests are di Default is i
Create
<< Previous Step Next Step ==

While walking Wizard-guided steps, pay attention to system notices. When creating a
volume, please keep in mind that redundant configurations typically improve

performance and reliability but reduce effective storage capacity.
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Step 6. Finally, with its last screen the Wizard invites to review and save all changes:

[Z] View log
iSCS Initiator Network
Interface Type Configuration
e1000g0 physical Configured as 150.166.43.141/255.255.255.0 with mtu 1500
Volumes e1000gl physical Unconfigured
Folders and Shares Disks
Review Changes and Exit Disk Device Type Size Volume  Attach Model
cOtldd sd2 disk 68.49 GB voll mpt FUJITSU, Rev. 0104
You are atthe final step. c0t2d0 sdl disk 232.89 GB syspool  mpt Hitachi, Rev. VEDOAT3A
cOt3d0 503 disk G5.49 GB voll mpt FUJITSU, Rev. 0104
cOt4d0 sa4 disk 68.49 GB mpt FUJITSU, Rev. 0104
cOt5d0 sd5 disk G8.49 GB mpt FUJITSU, Rev. 0104
Volume Configuration Size  Allocated Free Capacity Dedup Ratio State
voll raidzl group: 1, devices: 2 13600GEB  356.00KB  136.00 GB 0% 1.00x ONLINE
Folders and Shares
Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index
vollfoll 31.00 KB 31.00KB 66.90 GB = g # = = =
Results 1 -1 (all}
@ Optimize appliance’s VO performance by disabling ZFS cache flushing. While providing a considerable performance
| improvement in certain scenarios (in particular those involving CIFS, NFS or iSCSI) - this settings may be unsafe, in terms of
application-level data integrity. It is strongly recommended to use this feature if and only if your storage is NVRAM protected,
and the hardware platform is connected to Uninterrupted Power Supply (UPS). Default setting: unchecked (disabled).
| Optimize /O performance for CIFS/INFSAiSCSI UPS-backed deployments?
| Create periodic scrubbing service (auto-scrub) for system volume weekly, every Sunday at 3am ?
<< Previous Step | Start NMV

The Wizard will also recommend to create system checkpoint (see above) — “a

snapshot of the freshly installed and initially configured appliance”.
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6 Managing Data Volumes

This section describes the administration of data volumes. SGI NAS allows you to first
aggregate your available disks into data volumes, and then to allocate file or block-based
storage from the data volume. The data volume provides a storage pooling capability, so that

file systems or blocks can have room to expand without being over-provisioned.

6.1 Data Redundancy

The data volume provides redundancy capabilities similar in concept to the RAID features of
other storage systems. Redundancy options are: none, mirrored, RAID-Z1 (single parity),
RAID-Z2 (double parity), and RAID-Z3 (triple parity). It is recommended that you always

choose some form of redundancy for your pool.

The redundancy options in SGI NAS may sound familiar to other standard RAID options,
but there are some important differences. For example, SGI NAS always relies on
checksums to determine, if data is valid instead of assuming that devices will report an error on

the read quest.

For RAID-1 the assumption is that either side of the mirror is equally current and correct. With
mirroring in SGI NAS, checksums always validate the data and in the event of conflicts the

most recent data with a valid checksum is used.

With RAID-5, if the data being written is smaller than the stripe width then multiple 1/0
operations are needed (read the data, modify it, write it). With SGI NAS RAID-Z1, all writes
are full stripe writes. This helps to ensure, that data is always consistent on disk (even in the

event of power failures, etc.).

When multiple redundancy groups are in the data volume, SGI NAS will dynamically stripe
writes across them. However unlike RAID-0 stripes, the disks participating in the write are

dynamically determined and there are no fixed length sequences.
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A Note On Redundant Configurations

A mirrored volume pool consists of matched drives or drive groups, where by data always has a
redundant copy on the mirrored set of disks. Mirroring can make use of other pooled technolo-
gies such as parity, allowing multiple groups of disks to be setup each with one primary array
and one secondary, mirrored array. In most cases, for best reliability and performances, ad-
ministrators would setup a combined or striped set of mirrored devices (sometimes referred to
as RAID 10). In the case of two-way mirrors RAID 10 will halve your overall storage capacity,
but will provide the best read/write performance, as reads are striped across all of the primary
disks, and writes only require a single duplication of each write to a secondary drive. At any
time, any number of failed drives are permitted, as long as no two drives in a paired set fail at
the same time.

Parity based RAID volumes make use of one or two dedicated drives to maximize capacity
without reducing redundancy of stored data. Each write is committed across all drives in a
group, including the parity devices, and they further take some penalty in calculating the par-
ity. The reverse is equally true, as reads must combine data and parity across all devices in a
group. To improve performance, it is generally recommended to also stripe multiple parity
based RAID groups together to allow parallel reads/writes to the disk. This is commonly re-
ferred to as RAID 50. Up to one drive in a RAIDZ1 group, or two drives in a RAIDZ2 group can
fail at a time without losing data. In the RAID50 setup, you both allow for future expansion
with new parity groups, as well as allow for more drive failures, limited still to at most two per
group.

In both mirrored and parity based RAID volumes, you should establish multiple spare devices
equal to the size of each member drive. Redundant, striped arrays of either variety, with suffi-
cient spare disks, allow one to achieve the greatest level of reliability on commodity disks. As
disk capacity grows and gets ever cheaper, you can expand on these striped volumes. The ZFS
based filesystem allows for continuous volume growth, but consistent disk group sizing across
a striped array. is recommended. Therefore, as disk sizes increase, it is considered a good
practice to create disk sub-groups of as close to an equal size as possible.

Redundant configurations improve not only reliability of your SGI NAS system but perform-
ance as well. For mirrored configurations:

® Random reads scale linearly with the number of disks; writes scale linearly with the
number of mirror sets.

®* Read throughput scales linearly with the number of disks; write throughput scales lin-
early with the number of mirror sets.

For parity (RAID-Z, RAID-Z2) configurations:
® Random I/O reads and writes scale linearly with the number of RAID sets.

® Sequential I/0 throughput scales linearly with the number of data (non-parity) disk

6.2 Create Data Volume

Data volumes are managed from the Data Management tab in NMV. When the Data
Management tab is selected there is a link to Data Sets. From this page you can create a

volume. Here is an example of the screen where a volume can be created.
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Abom | Support | AddCapacity | Regiser | Help
® Status @ Settings @ Data Management % @ Analytics
[fgDataSets [jf Shares 3¢ SCSlTarget 4% AutoServices % Runners Console [=|Viewlog 55 Jobs
Show _
Summary Information @ Performance considerations
Create For mirrored configurations
Create New Valume Random read performance scales finearly with the number of disks; write performance scales linearly with the number of mirror sets

Sequential read throughput scales linearly with the number of disks; write throughput scales linearly with the number of mirror sets.

Import For o Sl
parity (RAID-Z, RAID-Z2) configurations
Import Existing Valume Random read and write performance scales linearly with the number of RAID sets
read and write ghput scales linearhy with the number of data (non-parity) disks.

Caution! Itis NOT to use device within a ZFS volume

Show Volume Configuration:

Summary Information

Available Disks Final Volume C

Create c0t4d0 : mpt(disk) : 68.49 GB| -

Create New Folder cOt5d0 : mpt(disk) : 68.49 GB

Search

Search

‘Snapshots -

Show
Summary Information

Create
Create New Snapshot

<< Remove selected

<< Remove all

Avalable physical and logical {virtual) disks.  Add or Remove disks and groups
Mounted/Slices/Partitions are not allowed.

This configuration will be used to create volume.

Volume

Name | |
Volume name must begin with a letter and can only contain
alphanumeric characters (a-z, A-Z, 0-9) in addition to the following
three special characters: underscore (_), hyphen (-) and period (.)

Volume name has the following restrictions: the beginning sequence
«¢[0-91 is not allowed; the name log is reserved; a name that begins
with mirror, raidz, or spare is not allowed because these name are
reserved,

In addition, volume name must not contain a percent sign (%6),

Description |
Optional volume descrption. Maximum Jength s 255 characters,

Deduplication

Controls the deduplication option for the volume. If enabled, it will
optimize use of duplicate copics of dala, Defaul is off,

Compression
Controls the compression algerithm used for this dataset. Defaultis
“on”, Setting compression to "on™ uses the zjb compression
algorithm, The Ejb compression algerithm is optimized for
performance while providing decent data compression. Currentty,
“gzip” is equivalent o "gzip-6".

Autoexpand

Controls automatic pool expansion when the underlying LUN is
grown,

syne
Controls synchronous requests {(standard - ensure all synchronous
requests are written to stabie storage; always - every fie system
transaction will be written and flushed to stable storage by system
call return; disabled - synchronous requests are disabled). Default is
standard.

Force (|

creation Forces use of (virtual or physical) disks (LUNs) even if they appear
to be in use.

Create Volume

Found a bug? ere 2 est Technical Support

The redundancy options include mirroring, RAID-Z1 (single parity), RAID-Z2 (double parity),
and RAID-Z3 (triple parity).

All disks that are not already contained in data volumes are shown. Note that this may include

disks mapped to the SGI NAS system from other storage systems.

Here is an example of selecting two available disks for a RAID-Z1 configuration.
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Abou | Support | Add Capacity | Register | Help Welcome Administrator | Logout
(m (m @ Data Management q @ Analytics
(fjDataSets [y Shares 3¢ SCSiTarget 4 Auto Services i Runners Console [=|Viewlog .5 Jobs
Show =
Summary Information Vg_.p‘ Performance considerations
Create For mirrored configurations:
Create New Volume Random read performance scales finearly with the number of disks; write performance scales finearly with the number of mirror sets,
Sequential read throughput scales linearly with the number of disks; write throughput scales inearly with the number of mirror sets,
Import

For parity (RAID-Z, RAID-Z2) configurations:
Random read and wirite performance scales inearly with the number of RAID sets.
Sequential read and write throughput scales inearly with the number of data (non-parity) disks

Caution! Itis NOT recommended to use non-redundant device configuration within a ZFS volume:

Import Existing Volume

Show Volume Configuration:
Summary Information
—___ AvailableDisks Final Volume Configration
Create ©0t4d0 : mpt(disk) : 68.49 GB| - Redundanc R #
Create New Folder : : x
G LR Sl cOt1d0 : mpt(disK) - 68.49 GB
Search - «c0t3d0 : mpt(disk) : 68.49 GB
Search Add to pool >>
— Add to log >>
S Infe i e a7
mEn R GOTIRNGN Add to cache >>
Create —
Create New Snapshot Add to selected >>
<< Remove selected
<< Remove all
‘Available physical and logical {virtual) disks. Add or R disks and group: — s =
Fimga L S et et This configuration will be USEd 1o creats volume.
Volume Properties:
Name [mypool J

Volume name must begin with & lefier and can only contain
alphanumeric characters (a-z, A-Z, 0-9) in addition to the following
three special characters: underscore (_), hyphen (-) and period (.)
Volume name has the following restrictions: the beginning sequence
c[0-9] is not allowed; the name log is reserved; a name that begins
with miror, raidz, or spare is not alowed because these name are
reserved.

In addition, Volume Name Must Not contain & percent sign (%)

[pool for files |
Gptional volume descriaton. Maimum lengh s 255 characiers

Controls the deduplication option for the volume. If enabied, it wil
optimize use of dupiicate copies of data, Defaull is off.

Compression
Controls the compression algorithm used for this dataset. Detfault is
“on”, Setting compression to "on” uses the kzjb compression
algarithm. The Izjb compression algorithm is optimized for
performarnce whik providing decent dala compression, Currently,
"gzip” 1s equivalent to "gzip-6

Autoexpanc

Controks automatic poal expansion when the underlying LUN is
grawn.

syne
Controls synchronous requests (standard - ensure all synchronous
requests are written to stable Storage; ahways - every file system
transagtion will be written and fiushed to stable storage by system
call return; disabled - synchronous requests are disabled). Defaul is
standard

Foree [

creation Forces use of (virual or physical) disks (LUNS) even if they appear
tobein use

Create Volume

Found a bug? Fealure reque: estTe cal Support

In addition to choosing the disks, you can also specify the volume name and various properties

such as a description, de-duplication, and auto-expand.

6.2.1 De-duplication

De-duplication is a technique for increasing the effective storage capacity within a data
volume. Data is examined, when it is being written to non-volatile storage. Hashes of the data

blocks are compared to entries in the de-duplication table and if there are matches then the
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existing data block’s reference count is incremented instead of creating a new data block.

The following de-duplication options are available:

.« SHA-256
«  SHA-256 verify
. Off

De-duplication can save storage capacity and I/O bandwidth, but it will also increase latency.
To minimize the performance impact, make sure that the de-duplication table fits in RAM. To

estimate the size you can use this formula:

( (Size of pool / average block size) * (270 bytes) ) / estimated dedup ratio

Since there is a performance penalty with de-duplication it is off by default. Turn this option on,
if you think you will have a lot of redundant data blocks in the pool. This can be true in

virtualized environments or backened storage for email systems.

When de-duplication is turned on, the SHA-256 algorithm (a cryptographic hash algorithm from
NIST) is used.

There is a one in 22256 chance that SHA-256 will report a hash match even though the two
blocks being compared are not the same. To ensure this is not an issue, you can include verify
as an option which will read the data blocks after a hash match to ensure the blocks are the

same.

The de-duplication is also available when using the auto-synch service. See the section on

“Asynchronous Replication” for details.

6.2.2 Auto-expand

Auto-expand will automatically try to expand the size of the data volume when a new disk is
added. This is another option that is off by default. One reason for this is to ensure that spare

devices don’t unexpectedly increase the size of your data volume when they are temporarily
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activated in response to a disk failure. Once the volume size is expanded it can’t be shrunk.

6.3 Creating various RAID configurations

When you create a data volume you choose a redundancy type such as RAID-Z1 for each
group of disks in the volume. There is a penalty for putting too many disks in a RAID-Z1 (or —
Z2 or —Z3) group such as slow re-silvering times. For larger volume sizes you would instead
split the disks between multiple redundancy groups. SGI NAS will then essentially stripe

writes across the redundancy groups.

Here is an example using NMC to create something similar to a RAID50 configuration. Make
sure you have at least six available disks. Assume their names are: c1t1d0 c1t2d0 c1t3d0
c1t4d0 c1t5d0 c¢1t6d0. In NMC:

nmc:/$ setup volume create my-notexactly-raid50
Group of devices: cltld0, cl1t2d0, clt3dO
Group redundancy type: raidzl

You are then asked 'Continue adding devices to the volume 'my-notexactly-raid50'?
Type 'y".

Group of devices: clt4d0, clt5d0, clté6d0
Group redundancy type: raidzl
Create volume 'my-notexactly-raid50'? y

6.4 View Status

You can view the status of all of your data volumes by selecting the Show link under the

Volumes heading. Here is a sample screen:
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About | Support | AddCapacity | Register | Help Welcome Administrator | Logout

@ Status (m @ Data Management q @ Analytics
({jDataSets [ Shares 3£ SCSITarget &;AutoServices % Runners (& console [=|Viewlog i Jobs
Show All Volumes
Summary Information
Create Volume Configuration Size Allocated Free Capacity Dedup Ratio State Grow Export Delete
Create New Volume mypool raidzl group: 1, devices: 3 20400GB 28500KB 204.00 GB 0% 1.00x  ONLINE b . #
Import
Import Existing Volume Live Disks Statistics

Disk ris wis kris kwis wait actv wsve t asve t Tow b

I

Foilders

mypool (3 disks)
Show c0t1d0 58.8 120.2 9177 687.2 0.0 1.0 0.0 5.6 0 38
Summary Information

c0t3d0 58.8 119.6 917.7 686.3 0.0 1T 0.0 6.0 0 40

Create
Create New Folder c0t4d0 27.2 113.2 308.3 690.4 0.0 1.¥ 0.0 75 0 38

Search
Search

Show
Summary Information

Create
Create New Snapshot

Found a bug?  Feature request?  Reguest Technical Support

From this view you can take actions on the volume such as expanding it, exporting it, deleting

it, or editing its properties.

In NMC you can get the status of the data volume using show volume volumename status.
This will list the status of each device in the pool, and any I/O or checksum errors that have

occurred.

6.5 Edit Properties

There are a few data volume properties that can be edited after the volume is created. To edit
the data volume properties, click on the name of the data volume in the summary view.
In particular you can change the de-duplication, sync and auto-expand properties. Two of them

are already described earlier in this section. Sync option is described below.
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Aboul | Suppori | AddCaparity | Register | Help Welcome Administrator | Logewt

Cm @ Settings @ Data Management % @ Analytics

{§gData Sets [y Shares 3¢ SCSITarget {5 Auto Services % Runners Console [=] Viewlog <4 Jobs

Show
Summary Information

Create
Create New Volume

Import
Import Existing Volume

Show
Summary Information

Create
Create New Folder

Search
Search

Disks:
Disk Size Status Errors (RIWIC)
[ raidz1-0 (3 devices)
cOtldo ) BB.49 GB OMLINE 0i/0i0
cOt3d0 SE | 6849 GB ONLINE 0/0/0
cO4do 8 = ©B.49 GB ONLINE 0/0/0

Hot Spares (only in available state):

Disk Size Volume
~| cOtsdo 68.49 GB

[Apply |

Snapshots

Show
Summary Information

Create
Create New Snapshot

I

Configurable Properties:

Description |
Opticnal volume description. Maximum length is 255 characters

Deduplication

Controls the deduplication option for the volume. If enabled, it will optimize use of duplicate copies of data. Defautt is off.

Compression
Controls the compressien algorithm used for this dataset. Default is "on”. Setting compression to "on™ uses the kzjb compression
algorithm. The kzjb compression algorithm is optimized for performance while providing decent data pression. Currently, “gzip™ is
equivalent to “gzip-6°.
Autoxpand

Controls automatic pool expansion when the underlying LUN is grown.

Sync | standard ¥

Controls h i - ensure all sy () are written to stable storage; always - every file system
};a:tsai?;g.wi\l be written and flushed to stable storage by system call return; disabled - synchronous requests are disabled). Default
Static Properties:

Property Value

allocated 192K

altroot =

autoexpand off

autoreplace on

available 134G

bootfs =

cachefile B

capacity 0%

dedupditto o]

dedupratio 1.00x

delegation on

failmode continue

free 204G

quid 14461877147504694059

health ONLINE

info raidz] group: 1, devices: 3

name mypool

size 204G

sync standard

used 128K

version 28
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In NMC you can see all volume properties using the command:

I nmc:/$ show volume <volumename> property

To change a property use:

nmc:/$ setup volume <volumename> property

show devices quota sync
aclinherit exec readonly userquota
atime groupquota recordsize version
autoreplace logbias refquota vscan
canmount mlslabel refreservation xattr
checksum nbmand reservation <Enter>
compression nms :description secondarycache <help|-h>
copies nms :ustatus setuid

dedup primarycache snapdir

Starting from v3.0.4 a new property which is worth to be specifically mentioned is added. 'Sync'
property provides the possibility to manage synchronous requests per filesystem. It is specially in-
tended to be used, when synchronous requests are need to be disabled in order to increase the per-
formance. However, it should be used very carefully. There are three possible statuses of the prop-
erty:

sync=standard Synchronous file system transactions are written out to ZIL and then all devices
written are flushed to ensure the data is stable. This status is set by default.

sync=always Every file system transaction would be written and flushed to stable storage by sys-
tem call return. Setting up this option decrease performance dramatically and is recommended to
be used only in case additional precautions are required.

sync=disabled Disable all synchronous requests. It means, that filesystem transactions are com-
mitted to the stable storage only on the next data manipulation unit transaction, which may take
long period of time. It results in a great performance improvement, but it's strictly not recommen-
ded in terms of data safety.

6.6 Expand Data Volume

You can expand a data volume by selecting “Grow” on the summary page. You will see a page
similar to the view when creating a volume. You are adding a new disk group at this point.
Select the redundancy level, select the available disks to use, and add them to the pool.

Here is an example of adding a second RAID-Z1 group to a pool to create a configuration

roughly similar to RAID 5:
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About Suppon Add Capacity Register Halp Welcome Administrator Logout
Cm Cm Qs Data Management q @ Analytics
[§jDataSets [ Shares 3¢ SCSITarget i Auto Services % Runners Console [=|Viewlog i3Jobs
Show _
Summary Information @ Performance considerations
Create For mirrored configurations;
Create New Volume Random reads scale linearly with the number of disks; writes scale linearly with the number of mirror sets

Sequential read throughput scales linearly with the number of disks; write throughput scales linearly with the number of mirror sets
For parity (RAID-Z, RAID-Z2) configurations:

Random reads and writes scale finearly with the number of RAID sets

ial read and write throughput scales linearty with the number of data (non-parity) disks

Import
Import Existing Volume

-
Volume Configuration:
Show
_ Dk
S Informati Final Config
HIHTIArY MOATRAGK COt500 - mpt(disk) : 68.49 GB| - Redundancy Type e
Create L cOt3d0 : mpt(disk) : 68.49 GB

Create New Fold
reate New er cOt4d0 : mpt(disk) : 68.49 GB

Search
Search
Show

Summary Information

Create
Create New Snapshot

<< Remove selected

<< Remove all

-

This configuration will be used to create volume.

=
Available physical and logical (virtual) disks, Add or Remove disks and groups
Mounted/Siices/Partitions are not allowed.

Volume Properties:

Force |
operation Forces use of (virtual or physical) disks (LUNs) even if they
appear to be in use.

Grow Volume

Found a bug? Feature reque Request Technical Support

After selecting “Grow Volume” the disk group is added to the data volume.

After adding this new redundancy group to the data volume, SGI NAS will favor writing to

this newer group. The goal is to balance the writes across all the redundancy groups over time.

To expand a volume in NMC, use the command:

I nmc:/$ setup volume <volumename> grow
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6.7 Destroy Data Volume

A volume can be deleted by selecting the delete icon on the summary page. A dialog box will

appear to confirm the request before the volume is actually destroyed.

Aboart Suppont Add Capacity Registar Halp Welcome Administrator Logout

® Status Cm @ Data Management q @ Analytics

i1 Data Sets Shares 3¢ SCSITarget % Auto Services Runners Wl Console [=| Viewlog <k Jobs
°F] g £ = g &

New volume "mypool” created successfully

Volumes v SUMMARY INFORMATION: VOLUMES

Show All Vol
Summary Information

Create Volume Configuration Size Allocated Free Capacity DedupRatio State Grow Export Delete
Create New Volume mypool raidzl group: 1, devices: 2 13600 GB 35600 KB 136.00GB 0% 1.00x OMNLINE R i b 4
Import voll raidzl group: 1, devices: 2 13600 GB 209.00 KB 136.00 GB 0% 1.00x OMLINE = 3 b 4

Import Existing Volume

H;Q_Ti'l.e page at
(]

Folders

I
(=}
@
=

wsve t asve t Tow b
Show

Summary Information mypool (3
cOtld0 0.0 0.0 ] 0
Create
Create New Folder cOt3d0 0.0 0.0 0 0
Seaich voll (2 di 3 cancel Hok |
Search c0t4d0 0.0 33 0 0
cOt5d0 0.2 0.0 01 0.0 0.0 0.0 0.0 0.3 ] 0
Show

Summary Information

Create
Create New Snapshot

Found a bug? Feature request? Request Technical Support

Note that you will lose all the data in the volume at this point so make sure it is what you want
to do!

Here is an example destroying a volume named “myvolume” using NMC:
I nmc:/$ destroy volume <myvolume>

6.8 Export/Import Data Volumes

If you are going to perform a system or software upgrade, you should consider exporting the

volumes first. Exporting the volume protects the underlying physical drives from I/O activity.
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6.8.1 Export

The export will unmount any datasets in the volume. The volume meta-data is persistent. After
the export, you can then import the volume into a new system and any datasets and ZFS

configuration will be restored.

In NMV, the export option can be found on the summary page. A dialog box will appear to

confirm your decision to export the volume, as shown below.

Abwout Suppont Add Capacity Register el Welcome Administrator Logout
(m @ Settings @ Data Management q @ Analytics
X 2 i - = vi ..

{§yDataSets [y Shares £ SCSlTarget i Auto Services % Runners Console [=] Viewlog i Jobs
Show All Volumes
Summary Information
Crante Volume Configuration Size  Allocated Free Capacity DedupRatio State Grow Export Delete
Create New Volume mypool  raidzl group: 1, devices: 4 27200GB  31600KB 27200 GB 0% 1.00x ONLINE & & #®
Import
Impaort Existing Volume Live Volumes Disks Statistics

Disk ris wis kris kwis wait actv wsve_t asve_t o %b

mypool (4 disks)
ShUW c0tLdo 0.0 0.0 0.0 0 0
Summary Information

c0t3d0 0.0 0.0 0.0 0 0
Create ¥ Export volume "mypool* and destroy/
Create New Folder L0 s disable storage related services? on 0g 0.1 0 0
Saavoh c0t5d0 22 0.0 0.0 0.0 a 0
Search

x Cancel

Show

Summary Information

Create
Create New Snapshot

Found a bug? Feature request? Request Technical Support

You can perform an export in NMC with the command:

I nmc:/$ setup volume <volumename> export

6.8.2 Import

By default, SGI NAS will import existing accessible data volumes when a system starts.

You can also import data volumes manually.
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About Suppon Add Capacity Register Halp Welcome Administrator Logout

Cm Cm Qs Data Management q @ Analytics

[fjDataSets [ Shares 3¢ SCSITarget & Auto Services #% Runners Console [Z|Viewlog s Jobs

Show Volume State Destroyed Disks Import

Summary Information

& mypool ONLINE Yes cOtLdO(ONLINE), cOt3d0(OMLINE) w
reate

Create New Volume

Import
Import Existing Volume

I

Folders
Show
Summary Information

Create
Create New Folder

Search
Search

Snapshots

I

Show
Summary Information

Create
Create New Snapshot

Found a bug? Feature request? Request Technical Support

The import option is available under the Volumes heading. Selecting “Import” will show the
volumes that can be imported.

The syntax for setup volume import in NMC is:

I nmc:/$ setup volume import [-D] [-f] [-s] [vol-name] [new-name]

'vol-name' is the name of the exported or destroyed volume.

You can use new-name to provide a new name for the imported volume so that it won’t conflict
with any existing volumes.

The "-D' option is needed to import a destroyed volume.

The "—f' option forces the import, even if the system thinks the volume is already active.

The "-s' option applies the default auto-snap snapshot policy to the imported volume.

The NMC command show volume import will show data volumes that can be imported.
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Volume names are shown along with their GUID. The volume’s globally unique identifier may
need to be used, for example, if two volumes have been exported or destroyed that used the

same name. In this case the syntax would be:

I nmc:/$ setup volume import
myvol:380744323214575787.

To recover properly from failures or unclean shutdowns, import will replay any transactions in
the ZFS Intent Log (ZIL). This occurs for regular or forced imports. If a separate ZIL is being
used and it is unavailable, then the import will fail. Be sure to use a mirrored ZIL if using a

separate log device to protect against this scenario.
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6.9 Scrub

SGI NAS can periodically check the contents of the data volume. Scrubbing the data
volume will read the data blocks checking for errors. If there is redundancy in the pool

configuration then SGI NAS can correct any errors it finds.

To enable periodic scrubs for a data volume, go to Data Management — Auto Services.
Choose Create under the 'Auto —Scrub Services' heading and you will see the following

screen:

About Suppont Add Capacity Register Halp Weloome Administrator Logout
[§jDataSets [ Shares 3£ SCSiTarget 4 AutoServices i) Runners Console [=|Viewlog < Jobs
Show All
Summary Information Name |

Custom name for your auto-service. Leave this field blank if you want it to be assigned automatically.Can only contain alphanumeric
Enable All characters {a-z, 0-9) in addition to the ing three special ch s: underscore (_), hyphen {-).
Enable all services

Disable All Volume |mypool v

Disable all services o
Periodic Interval Frequency@
Weekday |Saturday ¥

At Time 03 ¥ |
Show 5

Period
Show Snapping Services d ZI
Frequency of awto-scrub runs,

Auto-Snap Services

I

Create
Create New Snapping Service Trace Level [1
Show verbose information for service while running. Default value is 1. Bigger value gives more verbosity. For example 10, 20, 30

Auto-Tier Services

I

Show | Create Service J

Show Tiering Services

Create
Create New Tiering Service

Auto-Scrub Services

I

Show
Show Scrubbing Services

Create
Create New Scrubbing Service

Auto-Sync Services

I

Show
Show Syncing Services

Create
Create New Syncing Service

Found a bug? Feature request? Request Technical Support

Choose an existing data volume from the pull-down list and define scrub schedule. Note that

scrubbing is resource-intensive, so it is preferable to perform it during the maintenance time
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window, if it's possible.

Corresponding NMC command:

I nmc:/$ setup auto-scrub create
This command will create a scheduled auto-scrub for all appliance's volumes.

If you need to set up scrubbing service for a specific volume, run:

I nmc:/$ create auto-scrub volume

and choose a corresponding volume.

6.10 Emergency reserve of volume space

SGI NAS allows to make a reserve volume space in order to solve out-of space issues.

It is done by NMS property 'autoreserve space' which is enabled by default and volume-check
runner. 'autoreserve_space' property is managed by the following NMC command:

I nmc:/$ setup appliance nms property autoreserve space
Caution: It is strongly recommended to keep autoreserve_space option enabled.

To free reserved space, run:

I nmc:/$ setup volume <volname> free-reserve

This functionality will help to avoid out-of-space issues, when volume is stuck and no operation

(e.g. export, destroy, etc) can be performed.

Note, that NMS creates free-space reserve after volume is 50% full. In order to alarm NMS about the
occupied space 'volume-check' runner must be enabled. Read more about runners in section MCM
Runners.
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7 Disk Management

7.1 Locating Disks

SGI NAS supports physical slots to LUNs mapping based on on-disk GUID. SGI NAS

slot mapping utility produces a map { disk GUID <=> slot number }.
Existing drive <=> slot mapping can be modified and additional mappings can be added. You

can also make a given drive's LED blink, to identify its exact location in the appliance.

Please use the following NMC commands to view and administer slot mapping:

I nmc:/$ show lun slotmap

I nmc:/$ setup lun slotmap

NMC also provides implementation of 'Ispci' command which lists all pci buses and
devices in the system:

I nmc:/$ lspci
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7.2 JBOD Management

7.2.1 About JBOD.

JBOD, also referred to as "just a bunch of disks or drives," is also known as spanning, which
refers to a computer's hard disks that have not yet been configured according to the RAID

(redundant array of independent disks) system to increase fault tolerance and improve data

access performance.

The RAID system stores the same data redundantly on multiple disks that appear to the
operating system as a single disk. Although JBOD can also make disks appear to be a single
one, it accomplishes this task by combining the drives into one large logical one. JBOD does
not deliver any advantages over using separate disks independently and does not provide any

of the fault tolerance or performance benefits of RAID.

However, the SGI NAS JBOD Managing interface adds the following features:
* Slot mapping
» Disk blinking

* Devices' state monitoring and warning notification

7.2.2 NMV JBOD Management

SGI NAS does not enable you to manage disks using JBOD unless a disk drive is already
connected.
To view JBODs' states open Settings — Disks — JBODs

JBODs web page lists all the attached JBODs:
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About

Support

Ry Appiance B Network 3¢ Misc. Services

380DS

[® Data Management &® Analytics

Disks  gUsers 3 Preferences [ Console [] Viewlog 5 Jobs

@ Rescan JBOD:
Name St Model ‘Serial Number Faikd Sensors Siaws | Bink
3 server 7T SGLMSserver vinal " ok
bricko o SGI-Brickas 5000ed5728300b80 ok =
brick:1 £ SGI.Brick35 5000ed572820a760 o 9
brick2 o SGI-Brickas 5000ed5728300180 ok =
ISE Mo brick:3 £ SGI.Brick35 5000ed5728208460 o 9
Initiator brickca o SGI-Brickas 5000e05728200c80 o =
Configure ISCS Initator defauits.
brick's £ SGI.Brick35 5000€d572820c360 o 9
Discovery
Discover Targets and Atiach briks o SG1rck3s 5000e5728309650 o =
o brick7 £ SGI.Brick35 5000€d5728200560 o 9

Targets
Editseftings for discovered
ISCS! targets

Disable
Service is currently enabled,
Click to disable it

System v

Smart

Smart Settings
Showssetup SMART diive
setlings

Found abug?  Featu

[

@ Note that full functionality is only available with the supported JBODs. The list of
compatible JBODs is available in Hardware Compatibility List.

Not supported JBODs will appear in the list of JBODs and statistic information will

be shown, but there will be no image of JBOD.

Click on JBOD's name under the list of JBODs to see the list of disks and other devices:

Anaiytcs

Appliance [ Network QUsers K Preferences.
38005
Qisks. tescan JBODs
Summary information & Seecan o
Name » e Sersi Number Fatea Sensors s | ok
38005 ~ I T2 Soimssever  vial «
becko w  sciomis S000ecST28a0c060 i -
bk 9 souees So00ecsT28008760 o« =
k2 W souEeas S00ed5728006180 " =
becka W ssianmks S000e05T28500460 i =
ntistor bk 9 soumes 5005728000050 k =
Contgure ISCS ntiatordefauts
ks w  soienks S000ecsTZ8R06360 i« =
Discovery
Discover Targets and Atach ks w  soiemas So00ecsT28s08660 " @
Des brck7 () SGL.Brekas. 5000ed5728a0¢580 ic =
Edit setings ordiscovered
iSCS targets Physical View o
Dlsabie ao0 oo oot
Servic s curtenty enabled ° data0 |° data3 J° data6
Clck!o disabe it
Guet (ooor g
© datal |- data4 |- data7
) a0 sote
System © data2 J- data5 J*
System overview
Disks and Sensors. =
Disks | Sensors
Smart Sotings
Showisetup SMART drive ot | Do Poot Wode Seral sas | B
N ° Knyber 'SEAGATE, ST500NNOOOL ZIMOAVTO000C1523P17 9
1 cosomncsoo0icAD..  kiyber SEAGATE, STS00NMO00L ZoaHoosRC1SZPAT =
2 caS0CSONO0ICAA..  knyoer ‘SEAGATE, STSOONMOOL Zioamo000C SZINEY o =
s casomocsooooicac.. knyver SEAGATE, STSOONMOOL ZoMG000SIST220 =
4 comoocsiCs..  Kiyber SEAGATE, STS0ONMG00L ZoaHCOOC 523N " =
5 caS0CSONO0ICAA..  knyoer ‘SEAGATE STSOONMOOL ZiosmnRon00s1gsTIX o =
6 cas000CSNOOICAC... Kyber SEAGATE, STSOONMOOL Ziomnrvonostssaire @
7 c2S000CSO00ICHA.. knyber SEAGATE, STS00MNOOT1 Z0E00C1503v o .
o casomocsooooicis SEAGATE, STSaoNVo00L Zuossaooociszangs

Found a bug?

Feature request?  Request Technical Support

A logical view of the corresponding JBOD shows the disk-to-slot mapping. The list of disks

includes the following:
* Disk number

* Pool to which the disk belongs (optional)
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¢ Disk model
e Serial number

+ Status.
The green dot indicates that the disks have an 'OK' status.

The red dot indicates you that the disk has failed or is corrupted. To locate and replace a failed
disk, click on the light bulb to make a LED on a physical disk blink. In turn, the light bulb turns

yellow and the unfilled dot on the JBOD screen also blinks blue:

Suppon 5
us @ Settings q @ Data Management @ Analytics

[BxAppllance s Network 3¢ Misc.Services | Disks f Users 3¢ Preferences Console [=| Viewlog 5 Jobs
Disks « M isops
Disks
Summary Information [ FREEmaks
Name . Shots Model Serial Number Failed Sensors Status Blink
JBODs bl | @ server 7272 SGI-MIS-server virtual no ok
brick:0 99 SGI-Brick3s 5000ed5728a0cb80  none ok )
JBODs =
Summary Information brick:1 99 SGI-Brick3s 5000ed5728a0a780 ok g
brick:2 99 SGI-Brick3s 5000ed5728a0c180 1 ok g
i i
il Eirtsi brick:3 a8 SGI-Brick3s S000cUST28a08480 1 ok =
Initiator brick:4 99 SCI-Brick35 5000ed5728a0bc80 1 ok g
Configure iSCSI Initiator defaults
brick:5 99 SGI-Brick3s 5000ed5728a0c380 ok »
Discovery
Discover Targets and Attach brick:6 an SGI-Brick35 5000ed5728a09880 L ok v
ek brick:7 99 SGI-Brick3s 5000ed5728a0d580 ok g
Targets
Edit settings for discovered =
ISCSItargets g e =
Disable o slot: o slot3 o Sloté
Service is currently enabled. [' data 0 L data 3 b data 6
Click to disable it.
o Slot o slot4 o Slot7
== * datal |+ data4 |+ data?
-
TR, S sioiz Csiots L soig
System ° data?2 |- data5 |-
System overview
St = Disks and Sensars -
Disks || Sensors
Smart Settings
Showisetup SMART drive Slot | Disk Pool Model Serial Status Bink
seftings
4 0 <25000C500001C4B...  Khyber SEAGATE, STS00NMO001 Z1MO4MVTO000C1523P17 k -
1 <25000C500001C49...  Khyber SEAGATE, STS00NMO001 Z1MO4MIH0000C 1523P4T k -
2 c25000C500001C4A...  Khyber SEAGATE, STS00NMO001 Z1MO4MMMOC00C 1523NBY k -
3 ©2(5000C500001C4C...  Khyber SEAGATE, ST z 005145722Q k g
4 ©2(5000C500001C49...  Khyber SEAGATE, STS00NMO001 Z1MO4MHC0000C 1523NKE ok g
5 C25000C500001C4A...  Khyber SEAGATE, STS00NMO001 Z1MO4MVRO0005145712X k g
8 C25000C500001C4C...  Khyber SEAGATE, STS0DNMO001 ZIMO4MMY0000S1381178 k -
7 C25000C500001C4A...  Khyber SEAGATE, ST z 15033VE 3 -
8 C2{5000C500001C4A. . SEAGATE, ST z 1523NB6 ak "

Found a bug? Feature request? Request Technical Support

After blinking is turned on you need to check the blinking device (usually blue or orange bulb).

To see the list of devices, sensors, their readings and states, click on 'Sensors' tab:
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Disks and Sensors

| Disks ” Sensors
Device Sensor Value State
Device: fan:0 All 0K '/

Device: fan:1 All 0K '/

Device: fan:2 All 0K '/

Device: fan:3 All 0K

= Device: jbod All 0K g/
jbod state n'a ok
jbod temperatured 36C ok
jbod temperature! 32cC ok
jbod temperature3 2ic ok
jbod vokagel 12V ok
jbod votagel 504V ok
jbod voltaged 33V ok
jbod votages 118V ok
jbod votage? 1V ok

Device: psu:0 All OK '/

Device: psu:1 All OK '/

Note that the list of devices contains the statistics not only for JBODs, but also for fans and

power supply units.

If some parameter is in wrong state, an e-mail will be sent to specified address” and failed

sensors will appear in NMV':

*  Mailer must be configured. Read more about mailer settings in Step 3 of Installation wizard 1

* Note that for every vendor each sensor (i.e. jpod_temperature1 or jbod_voltage3, etc.) may refer to a different parameter. For details,

please refer to vendor's JBOD technical documentation or product support.
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at | Support ity | Register

® Status @ Settings % ® Data Management @@ Analytics

@ Appliance B Network 3¢ Misc.Services | Disks & Users 3¢ Preferences [ Console [=] Viewlog 5 Jobs

Disks ~ [l Bops

Summary Information [

I

Name . Slats Model ‘Serial Number Failed Sensors Status. Blink
JBODs i 4 2 server Tar2 SGI-MIS-server virtual ok
brick:0 e SGI-Brick35 5000ed5728a0cb80 ne ok
JBODs
Summary Information brick:1 o SGlBrick3s 5000ed572820a780 ok
brick:2 g SGI-Brick3s 5000ed5728a0c 180 ok
oni
SnC it or thEnd brick:3 o9 SGI-Brick35 5000ed5728a08480 k
Initiator brick:4 a9 SGI-Brick35 5000ed5728a0bc 80 k
Configure iSCS! Initator defaults
brick:5 o SGl-Brick3s 5000ed5728200380 ok
Discovery
Discover Targets and Aftach brick:6 4 SGI-Brick3s 5000ed5725a05680 y
i brick:7 o9 SGI-Brick35 5000ed5728a0d580 ke
Targets
Edit setiings for discovered
ISCSltargats EsleaiMie; i

o= datao | ""data3 | "datas |
- siotL S siotd oot

System - ° datal H' data 4 [. data 7 ]

e e | e ]lzslum J

System overview

BT bl o =

Smart Settings

Showisetup SMART drive Sensor Vale State

settings
fan: state va ok
fan speed -om ok
5 Device: jbod All OK
ibod state K
ibod temperaturel 32¢ k
ibod temperature? c k
ibed temperatured ¢ k
ibod voltagel LE2Y k
ibod vottage2 170V ok
iood vottage3 498V ok
iood voltage4 1ev k
ibod voltages 325V K
iood currentl 65024 A k

Foundabug?  Featurerequest?  Request Technical Support

7.2.3 NMC JBOD Management
NMC provides the functionality as NMV.

1. To see the list of JBODs in a system, run:

nmc:/$ show jbod

NAME MODEL SLOTS SERIAL FAILED SENSORS
jbod:1 LSI-DE1600-SAS 5/12 50080e521e49b000 =

jbod:2 LSI-DE1600-SAS 2/12 50080e521e497000 =

2. To see specified JBOD slot mapping, run:

nmc:/$ show jbod jbod:1 slotmap

| [ slot 01 ] [ slot 02 ] [ slot 03 ] [ slot 04 ] | +
| [ slot 05 ] [ slot 06 ] [ slot 07 ] [ slot 08 1 | /
| [ slot 09 ] [ slot 10 J] [ slot 11 ] [ slot 12 ] |/
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et e e E e +
SLOT LUN Pool Model

1 = = =

2 = = =

3 c4t5000C50025A1050Bd0 = SEAGATE, ST31000424SS
4 c4t5000C5002109AD93d0 = SEAGATE, ST3500414sSS
5 = = =

6 = = =

7 c4t5000C500212ABCFBA0 - SEAGATE, ST31000424SS
8 c4t5000C5002109B99Bd0 = SEAGATE, ST3500414sSS
9 = = =

10 = = =

11 = = =

12 c4t5000C5002109B08BdO = SEAGATE, ST3500414sSsS

3. To make JBOD blink:

I nmc:/$ show jbod <jbod:id> blink

4. To make psu or fan blink:

I show jbod <jbod:id> <psu|fan> <id> blink
5. To make slot blink:

I show jbod <jbod:id> lun <disk> blink

6. To list all the sensors readings:

I nmc:/$ show jbod jbod:1 sensors
7. To see the failed sensors in NMC, run:

» for all JBODs:

I nmc:/$ show jbod alerts

» for specific JBOD:
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I nmc:/$ show jbod <jbod:id> alerts

8. To see all the current readings, slot mapping table, sensors and alerts for all JBODs in

the system, run:

I nmc:/$ show jbod all

7.3 Viewing Disk Status

By selecting the Settings tab in NMV, and the Disks sub-tab, you can see a list of disks,
various disk properties, and whether they are already associated with data volumes. An

example screen is shown below:
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Abow | Suppon | AddCapacity | Register | Help Welcome Administrtor | Logou
(m 65 Settings % @ Data Management @@ Analytics
[ Appliance  BaNetwork 3£ Misc.Services . Disks {fj Users 3¢ Preferences Console [=|Viewlog .:Jobs
fome
Disks All Disks
Summary Information
Disk Device Type Size Volume Attach Model Blink
c0tld0 502 disk 68.40 GB mypool mpt FUJITSU, Rev. 0104 ¥
initistor c0t2do sdl disk 23289 GB syspoal mpt Hitachi, Rev. VBEDOAT3A &
Configure iSCS! Initiator defaults c0t3d0 sd3 disk 68.49 GB mypool mpt FUJITSU, Rev. 0104 ¥
Discovery c0t4d0 sd4 disk 68.40 GB mpt FUJITSU, Rev. 0104 @
B?S{gver Targets and Attach cO0t5d0 sd5 disk 68.40 GB mpt FUJITSU, Rev. 0104 &
is|
Tarsels | Refresh.. J
Edit settings for discovered
ISCSltargels Live Disks Statistics
Disable Disk rls wis kris kwis wait acty wsve_t asve_t %61 %b
Service is currently enabled.
Click s disable it cOtldo 20 08 G8 a0 a0 a0 00 00 0 ]
cOt2do 13 124 06 301 a0 05 00 36.7 a 31!
_ cOt3d0 20 0.8 6.8 0.0 0.0 0.0 0.0 0.0 0 0
cOt4do a0 0.0 00 a0 a0 o0 00 00 0 0
Smart Settings
Showisetup SMART drive cOt5d0 a0 0.0 00 a0 00 a0 00 00 0 0
settings

Found a bug? Feature request? Request Technical Support

If the disk already belongs to a data volume, the volume name will show in the Volume column.

If you click on the disk name, you can see additional properties about the disk.

If disks have recently been mapped to this host, or if you suspect the configuration information
is out-of-date, you can update the information using the Refresh button. Note that re-

synchronizing the system with the disk configuration can take some time.
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7.4 Adding Spares to a Data Volume

In NMC you can add one or more devices to a data volume by clicking 'Grow' in the data
volume summary view. The Grow Volume page will appear showing you the available disks.

Select one or more disks and then click the button “Add to spare”. You will see a view similar
to the following screenshot:

About | Suppont | Add Capacity | Register | Help

(m (m @ Data Management % @ Analytics

[{gDataSets [y Shares 3£ SCSITarget i Auto Services &% Runners

Console || Viewlog g4 Jobs
Show
Summary Information C@ Performance considerations
Create

For mirrored configurations:

Create New Volume Random reads scale linearly with the number of disks; writes scale linearly with the number of mirror sets

| " Sequential read throughput scales linearly with the number of disks; write throughput scales linearly with the number of mirror sets
mpart Fi (RAID-Z, RAID-Z2) configurat
Impart Existing Volume oupey H GO B

Random reads and writes scale linearly with the number of RAID sets
| read and write throughput scales linearty with the number of data (non-parity) disks

Show
Summary Information fiskn Final Volume

«c0t5d0 : mpt(disk) : 68.43 GB - Redundanc spare
Create i
Create New Folder

cOt4d0 : mpt(disk) : 68.49 GB

Volume Configuration:

Search
Search
Show

Summary Information

Create
Create New Snapshat

<< Remove selected

<< Remove all

Available physical and logical (virtual) disks.  Add or Remove disks and groups - - .
Mounted/Slices/Partitions are not allowed. This canfiguration will be used to create volume.
Volume Properties:

Force |
operation Forces use of (virtual or physical) disks (LUNs) even if they
appear to be in use.

Grow Volume

Foundabug?  Feature request?  Request Technical Support

Select “Grow Volume” to add the spare devices to the volume.

7.5 Adding Global Spares

SGI NAS allows you to have hot spares for your volumes. If a device in the pool fails, the
system will detect the failure and activate the spare device automatically. However, if you have
multiple volumes you may not want to dedicate a spare device to each one. With global hot

spares, one device can be a spare for multiple volumes. If there is a failure in any of the
volumes, the spare can then be activated.
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To set up a device that serves as a spare for multiple volumes, first create a volume and add
devices to it. Note that in this example we are setting up a mirror but other redundancy options

such as RAID-Z1 would also work.

nmc:/$ create volume my-mirror

Group of devices : cltld0, clt2d0

Group redundancy type : mirror

Continue adding devices to the volume 'my-mirror'? (y/n) y

After setting up the mirror, add the spare device.

Group of devices : clt3d0
Group redundancy type : spare
Continue adding devices to the volume 'my-mirror'? (y/n) n

Create volume 'my-mirror'? (y/n) y

Now create a second volume.

nmc:/$
create volume my-mirror2
Group of devices : clt4d0O, clt5d0
Group redundancy type : mirror
Continue adding devices to the volume 'my-mirror2'? (y/n) n

Create volume 'my-mirror2'? (y/n) y

Now you have two volumes. To allow for clt3d0 to be a spare for the second
volume, in addition to the first volume, do the following:

nmc@myhost:/$ setup volume my-mirror2 grow spare clt3d0

At this point each volume is using the device 'c1t3d0' as a spare. If a device

fails in either pool, the spare will be activated.
NMYV provides the same functionality. Note the following examples.

In NMV, go to Data Management — Data Sets and click on the volume to which you want add

a hot spare. Check the square under Hot spares title and click 'Allow’'. In the example below

we added a hot spare to 'pool1":
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[® status I settings FOLTTYTLPRINSARES Analytics
{gDataSets [y Shares 3 SCSITarget g5 Auto Services i Runners. 8 Console [=]Viewlog s Jobs
Show Disks:
s Disk Size Status Errors (RIWIC)
Create New Volume Epool(1 devics)
Import couao =5 684908 ONLINE 0010
Impor Exising Volume -
L HotSpares (only inavallable state):
ECNENEI . en o
o v ool
mary Information i) ki) pootl
) corsd0 684968
Create
Create New Folder Apply
et Configurabe Properties:
Descripton |
Cotrarvalie Geseron Wesimin Engh & 255 charad
Show
Summary nformation Dealcalin)
Corios ——— Oetauts o,
Create
Create New Snapshot Compression

Coniros e compression agorihm used for th dataset. Defaul s “or". Sefting compression {oon” uses the Iz compression algorthm. The
Currenty, g2ip" s equialent 10"z~

Autoexpand

ok automane poolexpansion

hen the underlying LUN & grow.

Sync

standard,

[Save]

Static Propertie
Property Value
allocated 151K
altoot -
autoexpand off
autoreplace on
avallable 669G
bootts E
cachefile 5
capaciy 0%
dedupdito o
dedupratio 100x
delegation on
failmode continue
free
quid 2377614082784262037
health ONLINE
info POol: 1, spare: 1, devices: 2
name pooll
size 686
syne standard
used 110K
version 2

Foundabug?  Fealurerequest?  RequestTechnical Support

Next, do the same to other volume to which you want to add the same hot spare. In the

example below it is 'pool2':

Adt Copcty | Regster | Hep [ ———

& Data Management ¢ ST
{{gDataSets [y Shares ¢ SCSITarget 4 Auto Services i Runners W Console [=|Viewlog 4 Jobs
s s
———
Show v ool poo
Create
gearen O T

Sl
- oeapiesion
‘Summary Information ¥

o o
e compssson [z
it
sy
s
[save]
i
iy e
o :
) o
o

version 2
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7.6 Adding Cache Devices

ZFS provides the Adaptive Replacement Cache (ARC) from main memory. The ARC is shared
across all data volumes. Additional cache devices, also referred to as L2ARC, are assigned to

a specific data volume.

In NMC you can add one or more cache devices to a data volume by clicking Grow in the data

volume summary view. The Grow Volume page will appear showing you the available disks.

Select one or more disks and then click the button “Add to cache”. You will see a view similar

to the following screenshot:
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Abow | Support | Add Capacity | Register | Help Welcome Administrator | Logow
(m @ Settings @ Data Management q @ Analytics
({jDataSets [ Shares 3¢ SCSITarget % Auto Services 4% Runners [ Console [=| View log . Jobs
Show —
Summary Information l@ Performance considerations
Create For mirrored configurations:
Create New Volume Random reads scale linearly with the number of disks; writes scale linearly with the number of mirror sets

Sequential read throughput scales linearly with the number of disks; write throughput scales linearly with the number of mirror sets
For parity (RAID-Z, RAID-Z2) configurations:
Random reads and writes scale linearty with the number of RAID sets

Import
Import Existing Volume

read and write ghput scales linearly with the number of data (non-parity) disks
i
Volume Configuration:
Show
: Available Disks
Summary Information Final C
¥ cOt5d0 : mpt(disk) : 68.49 GB| - Redundancy Type e =

Create v ]

cOt4d0 : mpt(disk) : 68.49 GB

Create New Folder

Search
Search
Show

Summary Information

Create
Create New Snapshot

<< Remove selected

<< Remove all

-
Avaiable physical and logical (virtual) disks,  ~dd or Remove disks and groups
Mounted/Shices/Parfitions are not allowed.

Volume Properties:

-

This configuration will be used to create volume.

Force |
operation Forces use of (virtual or physical) disks (LUNs) even if they
appear to be in use.

Grow Volume

Found a bug? Feature request? Request Technical Support

You can then click “Grow Volume” to add the cache device to the volume.

Cache devices can improve your read performance for random 1/O workloads.

7.7 Adding Log Devices

SGI NAS uses an intent log to meet POSIX requirements for handling synchronous writes.
By default, the intent log is a part of the main data volume, but you may be able to improve

performance by moving it to a separate device such as a solid-state disk (SSD).

In NMC you can add one or more log devices to a data volume by clicking 'Grow' in the data
volume summary view. The Grow Volume page will appear, showing you the available disks.
Select one or more disks and then click the button “Add to log”. You will see a view similar to

the following screenshot:
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About | Support | Add Capacity | Register | Help Welcome Administrator | Logenst

Cm ® Settings @ﬁ Data Management q @ Analytics
[{gDatasets [y Shares 3¢ SCSiTarget 4 Auto Services &% Runners Console || Viewlog i Jobs
Show .
Summary Information @ Performance considerations
Create For mirrored configurations:
Create New Volume Random reads scale finearly with the number of disks; writes scale finearly with the number of mirror sets

Sequential read throughput scales linearly with the number of disks; write throughput scales linearly with the number of mirror sets
:'J‘&?Ex. vl For parity (RAID-Z, RAID-Z2) configurations:
oK I EeOILITIE: Random reads and writes scale finearly with the number of RAID sets
ial read and write throughput scales linearly with the number of data (non-parity) disks

,
Volume Configuration:

Show
Summary Information PR Final Volume C

c0t4d0 : mpt(disk) : 68.49 GB| - Redundanc iog =t
e ﬂl cOt5d0 : mpt(disk) : 68.49 GB

Create New Folder

Search Add to pool >>
Search
Show

Summary Information

Create
Create Mew Snapshot

<< Remove selected

<< Remove all

-
Available physical and logical (virtual) disks. A0d or Remove disks and groups
Mounted/Sices/Partitions are not allowed.

Volume Properties:

-
This configuration will be used to create volume.

Force |
operation Forces use of (virtual or physical) disks (LUNs) even if they
appear to be in use.

Grow Volume

Found a bug? Feature request?  Request Technical Support

You can then click “Grow Volume” to add the log device to the data volume.
Note, that it is recommended that you mirror your log device. Other types of redundant

configurations are not supported.

7.8 Removing a Device

Cache, spare, and separate log devices can be removed from a data volume. To do this in

NMC, use the command:

I nmc:/$ setup volume <volumename> remove-lun

7.9 Replacing a Disk

If a disk in a data volume fails, you can replace it with another available disk. The following

example shows how to do this using NMC:
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nmc:/$ setup volume

Option ? mypool

Option ? replace-lun

LUN to replace : cltldo

LUN to use as a replacement : clt4dO

Replace ‘cltld0’ with ‘clt4d0’ in the volume ‘mypool’ ? Yes

This involves re-silvering the disk and can take some time. Using the NMC command:

I nmc:/$ show volume <volumename> status

you will be able to tell, if the resilver is done or in-progress.

7.10 Taking a disk offline
If a disk in the data volume is having problems, it can be taken offline with the NMC command:

I nmc:/$ setup volume <volumename> offline-lun

7.11 Recovering a previously disconnected disk

If a disk in the data volume was taken offline, but is now ready to be returned to the volume,
then you can add it back with the NMC command :

I nmc:/$ setup volume <volumename> online-lun.

Note that resilvering has to complete before the disk is fully online.

712 Replacing a Redundancy Group

You can replace a redundancy group with another group that is the same size or larger. If the
data volume’s autoexpand property is on, then replacing all the groups with larger groups will

expand the volume size.

To replace a redundancy group in NMC, use the command:

I nmc:/$ setup volume <volumename> replace-lun.
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7.13 Creating a Mirror

If you created a data volume without redundancy, you can later create a mirrored configuration.
This is also true for a non-redundant separate log device. You can also add a mirror to a

mirrored data volume.

The command to do this is:

I nmc:/$ setup volume <volumename> attach-lun.

Note that the device being added must be at least as large as the existing device or

redundancy group.

7.14 Detaching a Mirror

You can remove a device from a mirror by detaching it. To do this in NMC, use the command

I nmc:/$ setup volume <volumename> detach-lun.

7.15 Re-attaching a Mirror

If you detached a disk temporarily from a mirror you can add it back in NMC using the

command:

I nmc:/$ setup volume <volumename> attach-lun.
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8 Managing Folders

8.1 Create Folders

To create a folder in NMC use the command:

I nmc:/$ create folder

To create a folder in NMV you can select the Create link under the 'Folders' heading. You will
see the screen below where you enter information such as the folder name, description, record

size, and other properties.

About | Suppont | Add Capacity | Register | Help Welcome Administror | Logout

(m @ Seitings @ Data Management q

(fgData Sets [y Shares 3 SCSITarget & Auto Services &%) Runners Console [=|Viewlog i Jobs

Erore o

Case Sensitivity

Unicode Only

Sync

Show
Summary Information @ For advanced options, please consider using SGI Management Console (NMC). With NMC you will be able to tune more options and share
folders via commonly used networking protocols.
Create
Create New Volume
impart Volume
Import Existing Volume Folder's volume.
Folder Name |fa|d|:_-r1 |
Each folder pathname's component delimited by backslash (7] can only contain alphanumeric characters (a-z, A-Z, 0-9) in addition to the

following three special characters: underscore (_), hyphen (-) and period (1)
Show Folder pathname must begins with an alphanumeric character and not contains a percent sign (%6)
Summary Information .

Description |
Create Human-readable description for this folder.
Create New Folder
Record Size
Search
Search Specifies a suggested block size for fies in the folder. Default is- 128K
Log ais
m Prnwde a hint to ZFS about handiing of synchronous reguests in this dataset. If loghias is set to latency (the default), ZFS will use pool log

devices (if configured) to handie the requests at iow latency. If loghias is set to throughput, ZFS will not use configured pool log devices. ZFS
Show will instead optimize synchronous operations for global pool throughput and efficient use of resources.
Summary Information B

Dedupcatin
Create Controds the deduplication option for this dataset. If enabled, it will cptimize use of duplicate copies of data. Default is "off”.
Create New Snapshot
Comp on |gn b
Controls the corrpressx)n ﬁlgomhm used for this dataset. Default is "on”. Setting compression to “on” uses the tzjb compression algorithm. The
tzjtr p algorithm is for performance while providing decent data compression. Currently, "gzip” is equivalent to "gzip-67
Number of Copies

ontrois the number of copies of data stored for this dataset. Default is "1°

Indicates whether the file name matching algorithm used by the file system should be itive, . of allow a ion of
both styles of matching. Use "miced” if the folder is planned to be shared via CIFS and NFS at the same time. Default is "mixed”.

Enable it if you want to exclude non-Unicode file names creation for this folder. If set, this option will ensure better inter-client operability. Make
sure this option is enabled if you are planning to use this folder as a share for MacOS X, Windows and Linux clients. Default is "off”

standard ¥
Controds synchronous requests (standard - ensure all synchronous requests are written to stabie storage; always - every fiie system
transaction wil be written and flushed to stable storage by system call return; disabded - synchronous requests are disabled). Default is
standard,

Create

Found a

nical Support

De-duplication is off for the folder by default because it has a performance impact. Turn it on
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only if you expect to have duplicate blocks in this file system.

For case-sensitivity, the default choice is “mixed” which is optimal if the folder is going to be

used in mixed CIFS and NFS environments.

8.2 View Status

After creating a folder you can monitor its status on the folder summary view. This view will
show how much space is used and available, and also indicate if the folder is being shared via

any sharing protocol.

About | Support | Add Capacity | Register | Help Welcome Administraior | Logout
@ Status @@ Setitings (-5 Data Management q ® Analytics
[{gDataSets [y Shares 3¢ SCSITarget % Auto Services &% Runners [ Console [=] View log <4 Jobs
il : - Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete
Summary Information
Create = mypoolifolderl 31.00 KB 31.00 KB 6690GB =l = = o el ®
Creae NewNolume R =" Delete selectad Results 1 - 1 (all)
Import

Import Existing Volume

Folders

I

Show
Summary Information

Create
Create New Folder

Search
Search

Show

Summary Information

Create
Create New Snapshot

Found abug?  Feature request?  Request Technical Support

8.3 Edit Properties

After a folder is created you can edit the properties by clicking on the folder's name in the

summary view.
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Support | Add Capacity

Regist Welcome Administrater | Logaut

(jjjData Sets [y Shares 3¢ SCSiTarget

(m ® Settings @5 Data Management a

4 Auto Services % Runners [ Cansole

Viewlog i Jobs

Show

Eor oo

Summary

Create

Create New Volume
Import

Import Existing Volume

Show
Summary Information

Create
Create New Folder
Search
Search

Show
Summary

ty

Name
name

creation

used

available
referenced
compressratio
mountpaint
casesensitivity

Quota:

Value

mypaoliolderl

Tue Jun 51851 2012
31K

66.9G

31K

1.00x
volumes/mypoolfiolderl
mixed

Editfolder quotas

Access Control List: selected default POSIX schema (use expert_mode to show the content)

+) Add Permissions for User
(+) Add issit for Group

Create
Create New Snapshot

+) Reset ACL to Defaults

Description

Quota

Referenced Quota

Reservation

Referenced Reservation

Record Size

Log Bias

Deduplication

‘Checksum

Compression

Access Time

Allow Devices

Allow Execution

Allow Set-UID

Read-Only

ACL Inheritance

ACL Mode

Can Mount

Extended Attributes

Number of Copies

Sync

Human-readable description for his foider,

Limits the AmOUNE of Space A dataset and its descendants can consume. Defaut is none™

Limits the amount of space A dataset can consume. Defautt is “none™

The minimum amount of space guaranteed to & daiaset and its descendants. Default is “none”

“The minimom amount of space guaranteed to a dataset, not including its descendents. Defaullis “none”

Specifies a suggested block size for fies in the folder. Defaul is 128K,

latency ¥
Provide a hint 1o ZFS about handing of Synchranous requests in this dataset, If logbias is et to latency (the defaul), ZFS wil use
pool log devices (il configured) to handle the requests at low latency. If kegbias i set to throughput, ZFS wil not use configured poal
log devices. ZFS wil instead optimize synchronous operations for giobal pool throughput and efficient use of resources.

Controls the deduphcation option for this dataset. If enabled, it wil optimize use of dupicale copies of data. Defaul s "off"

Controis the checksum used to verty data integrity. Defautt is “on’

Controls The compression algorithm used for this dataset. Defaut s "on”. Setting 10"on" uses the kzjb
algorithm, The izib compression algorithm is optimized for performance whie providing decent data compression, Currently, "gzip™
is equivalent to "gzip-6

Il

‘ontrols whether the access time for files is updaled when they are read. Defaul is “on”

Controls whether device nodes can be opened on this foider. Default is “on”

fa]
g

EE
%

whether processes can be executed from within this foder. Defaultis “on”

Controls whether the set-UID bit is respected for the folder. Defautt is “on'

Controls whether this dataset can be modified. Default is "off

Centrols whether the ".2fs” directory is hidden or visible in the root of the folder. Default is "hidden”.

restricted b
Controls how ACL entries are inherited when fies and directories are created. Default is Trestricted”

Controls hiow an ACL is modified during chmod(2). Defautt is “discard™

I Hhis property is set to "off", the file system cannot be mounted. Detault is “on™

Controls whether extended atiributes are enabled for this folder, Default is “on”

Centrols the number of copies of data stored for this dataset. Default is

Controls synchronous requests (standard - ensure all synchronous requests are written to stable storage; ahways - every fie
system transaction wil be written and flushed to stable storage by system call return; disabled - synchronous requests are

disabled). Defautt is standard.

Save

In NMC you can see all folder properties using the command:

I nmc:/$ show folder <foldername> property

To change a property use:
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I nmc:/$ setup folder <foldername> property <propertyname>

8.3.1 Logbias property

The 'logbias' property is specifically intended to improve database performance. The logbias
property provides a hint to ZFS on how to handle synchronous requests. Note that database
engines typically employ synchronous I/O when writing transaction logs. If logbias is set to
'latency' (the default), ZFS will use the volume's log devices (if available in the volume) to

handle the requests at the lowest possible latency.

Typically, database transaction logs need the shortest latency. Therefore, use 'logbias=Ilatency’
on the corresponding SGI NAS folder or zvol that holds the database data. On the other
hand, database data files need to be optimized for throughput. So, the appropriate setting is:

'logbias=throughput'.

If 'logbias’ is set to 'throughput', ZFS will not use configured log devices.

This property can be set in NMC, as shown below:

nmc:/$ setup folder <foldername> property logbias
logbias : throughput

8.4 Destroy Folder

To delete a folder in NMC, use the command:

I nmc:/$ destroy folder

A folder can be deleted in NMV from the folder summary view. Click on the delete icon to
remove the folder.
This operation can be done in NMV as well. Go to Data Management — Data sets —

'Folders' — Show.
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About | Suppon

Add Capacity | Registr | Help Welcome Administrator | Logout

@ Status @& Settings @ Data Management q @ Analytics

ifjDatasets [Shares 3¢ SCSiTarget  Auto Services &} Runners Console [=|Viewlog 5 Jobs

D CI

Import
Impart Existing Valume

Show
Summary Information

Create
Create New Folder

Search
Search

Show

Summary Information

Create
Create New Snapshot

Showw | Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delefe
Summary Information

= mypoolifolderl 31.00 KB 31.00 KB 66.90GB el - ) o )
Create VP ®
Create New Volume Results 1 - 1 (all)

Filter | | Delete selected

i-';‘ The page at

) Destroy folder "mypoolffolderl and its shares?

ﬁgancel

Foundabug?  Featurerequest?  Request Technical Suppart

If a few folders need to be deleted, you can either select, or filter them by special parameter.

+ Select the folders and click on 'Delete selected' to delete selected folders.

» Filter the folders and click on 'Delete filtered'. Note, that this operation deletes all the

filtered folders, even if they are not shown on the current page.

8.5 Search & Indexing

SGI NAS supports the ability to index and later search folders and their snapshots. To start

indexing a folder, click the Index checkbox on the folder summary view.

After selecting indexer, a dialog box will appear confirming that you want to create an indexer.

Note that the indexer runs at a scheduled time, so searching immediately may not work.

8.6 Sharing Folders

SGI NAS can share folders using a variety of protocols including CIFS, NFS, WebDAYV,
RSYNC, and FTP. CIFS and NFS sharing are describing in the following sections.
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8.6.1 Sharing Folders with NFS and CIFS

Sharing a folder with NFS or CIFS are each described in separate sections. If you plan to

share a folder using both protocols, there are a couple property settings to be aware of.

When you create a new folder the default setting for casesensitivity is “mixed”. This will ensure
the proper behavior if the folder will be shared via CIFS and NFS. You can change this
property only at folder creation time.

Another important property is “nbmand”. SGI NAS will check this property when you share
a folder via NFS that has already been shared with CIFS, or vice versa. If the property is off,

you will be asked to change it to on.

CIFS protocol assumes mandatory locking and UNIX traditionally uses advisory locking so it is
recommended to set the property 'nbmand' to 'on' in order to enforce mandatory cross-protocol

share reservations and byte-range locking in a mixed NFS/CIFS environment.

For 'nbmand' property changes to take effect, the folder need to be remounted. Unmounting
and mounting the folder again may cause a temporary loss of client connections. Note that you

can remount manually any time later.
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9 NFS File Sharing

9.1 Create NFS Share

You can use the NMC share command to share a folder via NFS.

nmc:/$ share mypool/folderl nfs

rw : group-engineering:10.16.16.92
ro : group-marketing
root : admin

extra-options:

9.2 Edit NFS Folder Properties

Click on Edit link to manage NFS share properties.

Abéut | Suppon | AddCapacity | Register | Help Welcome Administator | Logout
(m Cm QS Data Management q @ Analytics
[§jData Sets [y Shares 3¢ SCSITarget & Auto Services &% Runners [ console [=|Viewlog i Jobs
Show - Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete
Summary Information
asie -] mypoolifolderl 31.00 KB 3100KB 6680GB | ¥Edit ) =) ) ) ®
hreate: New Vollime [ 1| Fiter || Deleteselected | Resulis 1 - 1 (all)
Import

Import Existing Volume

Show
Summary Information

Create
Create New Folder

Search
Search

Show
Summary Information

Create
Create Mew Snapshot

Found a bug? Feature request?  Request Technical Support

9.3 Mounting on Linux

Note, that child file systems do not get mounted automatically. You need to mount each ZFS

file system you're exporting via NFS separately.
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10 CIFS File Sharing

10.1 Introduction

SGI NAS provides one of the best existing kernel and ZFS-integrated CIFS stacks, with

native support for Windows Access Control Lists (ACL).

See the CIFS User Guide to study all the aspects of using the CIFS protocol for
sharing folders in SGI NAS for domain or workgroup, anonymously and as authorized user,
including Active Directory integration, identity mapping instructions and troubleshooting tips.

This section explains how to use CIFS capabilities to share SGI NAS folders for:

10.2 Configuring CIFS server

NMYV provides a page to configure all network services, including CIFS (Data Management —

Shares):
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About | Support | Add Capacity | Reister | Help Welcome Administror | Logout

® Status @@ Settings @ Data Management % @ Analytics

[{gDataSets [ Shares € SCSITarget & AutoServices  §hRunners

Console |=|Viewlog <Jobs

Show ) - Folder Refer Used Avail CIFs NFS FTP RSYNC WebDAV Index Delete
Summary Information

Cieate —! mynpoolifoiderl 31.00 KB 31.00KBE 66.90GB | MEdit | @ e = e ®
Create New Volume - mypoolifoider2 32.00 KB 3200KB  6690GB o Edit ] =] = b 4

e I -
Impart Existing Volume Filter Delete selected Results 1 -2 (all)

Folders

I

Show
Summary Information

Create
Create New Folder

Search
Search

Snapshots

I

Show
Summary Information

Create
Create New Snapshot

Foundabug?  Feature request?  Request Technical Support

In NMV, you will find on this page a number of related links to configure, join workgroup, join

active directory, unconfigure, and view the log file (see above).

The following screenshot illustrates viewing CIFS lodfile:
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About | Support | Add Capacity | Register | Help Welcome Administrator | Logout
@ Status @@ Settings (-}5 Data Management % @ Analytics
Iy Data Sets  [ify Shares 5 SCSITarget i Auto Services % Runners [ console [=|Viewlog i Jobs
Show
Summary Information Log File [ var/svc/log/network-smb-server:defalt.log ¥ |
Select service log file you want to view.
Create
Create New Folder Log [[ Jun 5 B3:43:48 Disabled. ]
Jun 5 @3:44:43 Rereading configuration. ]
Jun 5 17:36:16 Disabled.
CIFS Server onling wr Jun 5 17:36:46 Rereading configuration. ]
Jun 5 1B:55:52 Enabled. ]
. Jun 5 1B:55:53 Executing start method ("/usr/lib/smbsrv/smbd start™). ]
Comtkyird smbd: NetBIOS services started
Basic CIFS configuration smbd: service initialized
N [ Jun 5 18:55:53 Method "start™ exited with status 8. ]
Identity Mappin e smbd_refresh_monitor: online
Configure Windows to UNIX identity smbd_localtime_monitor: online
mapping

Join ADIDNS Server
Become a member of Windows
AD/DNS Server

Join Workgroup
Become a member of Windows.

Waorkgroup

View Log
View Service Logs

Status
View CIFS status

Browse log file using horizontal and vertical scrollbars.

NFS Server online w Line Count
Select how many lines from the end of the logfile to show.
Configure
Basic NFS configuration
Refresh
View Log

View Service Logs

FTP Server disabled w

Configure
Basic FTP configuration

View Log
View Service Logs

RSYNC Server disabled w

Configure
Basic RSYNC configuration

View Log
View Service Logs

WebDAV Server enabled w

Configure
Basic WebDAV configuration

ViewLog
View Service Logs

Found abug?  Feature request?  Request Technical Support

In NMC, network services are configured via 'setup network service'.

The corresponding NMC command to view the log would be, respectively:

I nmc:/$ show network service cifs-server log

The important screen, however, is 'CIFS Server Settings', which you get by clicking on the link

denoted as Configure. In NMC, the corresponding command would be (see footnote”):

I nmc:/$ setup network service cifs-server configure

A As always, there is no need to remember this command. Simply enter setup, and then keep pressing TAB-

TAB and making selection.
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(fgDataSets [ Shares 3¢ SCSITarget i AutoServices £ Runners [ console [] Viewlog 4 Jobs
Show

‘Summary Information Service State ¥/ Service is currently enabled

Create New Folder Server String CIFS Server

Speciies an optional descripbon for (he system, which & a (ext siing, This property value might appear in various places,

such as Network Neighborhood or Network Places on Windows clents. By defaut, no value is set.
CIES Server online w
I 1

Password |

i
Password for Anonymous/Defaull user b By Gefaul new files and directories wil be Created wilh user permission Setto

Configure

Basic CIFS configuration Smb” and group set t0-other

Identity Mapping Enable Dynamic DNS update v/

Configure Windows to UNIX identiy Dynamic DNS provide automaticaly registration appliance in the AD. Additionaly at the Domain Controller you need to run DNS
mapping configuration Administration Tools. Expand "Forward Lookup Zones', right click on zone and select ‘Properties’ then open

‘General tab, set the ‘Dynaimic updates® setting to "Nonsecure and secure'. More information about Dynamic DNS you can find

P T N Nere hitp/SUpport micrasof Com/kb/BL652.

Become a member of Windows

HOITNE e LM authentication level

Join Workgroup AN manager authentcaton level. Set to 2 you are using Windows Server 2008 as Active Diectory domain coniroler.,
Become a member of Windows current:

Workgroup

ViewLog save | [ Restore defautis |
View Senvice Logs o SEE ) | RS demlB,

Status
View CIFS status

Configure
Basic NFS configuration

View Log
View Service Logs

Configure
Basic FTP configuration

ViewLog
View Service Logs

RSYNG Server disabled v

Configure
Basic RSYNC configuration

ViewLog
View Senice Logs

WebDAV Server enabled -

Configure
Basic WebDAV configuration

View Lot
View Service Logs

Foundabug?  Feature request?  RequestTechnical Support

Here, make sure that the server is enabled, and specify a password for anonymous access.

The default password is "nasnas".
It is important to change the default pre-configured password for anonymous access.

10.2.1 Create CIFS share

Use regular 'share/unshare' functionality to share (and unshare) appliance's folders for

Windows users.

In NMC you would use the same generic 'show share', 'share' and 'unshare' commands. For

example:

nmc@testboxl:/$ show share

FOLDER CIFS NFS RSYNC FTP WEBDAV SAMBA
voll/a Yes Yes = = = =
voll/a/b Yes Yes - - - -
nmc@testboxl:/$ show folder mypool/a share cifs -v

PROPERTY VALUE
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folder

share name
comment
anonymous_rw
PROPERTY
folder

share name
comment

anonymous_rw

mypool/a
mypool a
true

VALUE
mypool/a/b
mypool a b

true

In NMV, to display or change existing CIFS shares, or add new ones, go to Data Management

— Shares:
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About Support | Add Capacity | Register | Help Welcoms Administratar
m @ Settings @ Data Management % @ Analytics
ifgDatasets [ifyShares 3¢ SCSITarget & AutoServices i Runners [ Console [=|Viewlog s Jobs
it - | Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete
Summary Information
Cronty =l mypoolifolderl 31.00KB 3100KB 66.90GB < = = = = < b 4
Create New Folder ~ mypoolifolder2 3200KB 3200KB 66.90GB  Edit el = el =l *x
! -riter Delete selected Results 1 - 2 (all)
tu [ oo ead
Configure
Basic CIFS configuration
Identity Mapping
Configure Windows to UNEX identity
mapping

Join AD/DNS Server
Become a member of Windows
AD/DNS Server

Join Workgroup
Become a member of Windows

Workgroup

View Log
View Service Logs

Status
View CIFS status

NMV page Data Management — Shares is the single point of control that allows to create

folders with a given set of properties, and destroy existing folders.

Folders can be filtered by name — see the Filter button at the bottom of the screenshot (below).
Folders can be shared via CIFS (as well as NFS, FTP, RSYNC, and WebDAV).

In addition, the same page is used to view and configure CIFS server settings (see left panel

below). All this power and flexibility is available via NMV Data Management — Shares page:

CIFS Server anling w

Configure

Basic CIFS configuration

ldentity Mapping

Configure Windows to UMEX identity
mapping

Join ADIDNS Server
Become a member of Windows
ADI/DNS Server

Join Workgroup
Become a member of Windows

Workgroup

View Log
View Service Logs

Status
View CIFS status

To configure any given share, first enable it (checkbox in the CIFS column above). This will
automatically share the folder using default system settings. You can view and modify those

settings by clicking on the Edit link to the right of the checkbox, as shown below:
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Aboul | Support | AddCapacity | Register | Help Welcome Administratar | Logout
@ Status @ Settings @5 Data Management q ® Analytics
(fgDataSets [ Shares 3¢ SCSITarget &5 Auto Services % Runners Console [=| Viewlog s Jobs
_ EDIT CIFS SHARE FOR FOLDER: MYPOOLIFOLDER2Z
Show
Summary Information Share Name [mypool_folder2 |
Share name must begin with a letter, and can onfy contain alphanumeric characters as well as underscore {_), dash (*-), and period

Create (.. The name must be unique,
Create New Folder

Anonymous Read-Write

= Allow anonymous access to this share. Shared top-level directory wil be granted read-write access for anonymous user ‘smb’. [f
recursive share mode is set to true, this property is propagated to existing sub-folders. Note that anonymous readiwrite access is
not inheritable - anonymous access to future sub-folders will not be allowed until explicitly requested. The anonymous user name is
Configure 'smb’, and the default password for anonymous user 'smb’ is: ‘nexenta’
Basic CIFS configuration ~
Recursive |
Identity Mapping Recursive share mode; share nested folders. Specify recursive = true to make sure that ALL existing sub-folders af the given folder
‘Configure Windows to UNIX identity are shared with the same (sharing) properties. Note: sub-folders always inherit properties of their parent folder unless these
mapping properties were expiicity modified. In particular, non-shared sub-folders inherit sharing properties of their parent folder. However, if
at the time of this operation sub-folder(s) are already shared, their sharing properties will NOT be overridden unless recursive = true
Join ADIDNS Server is specified.
Become a member of Windows
AD/DNS Server

Join Workgroup Save
Become a member of Windows

Workgroup

View Log
View Senvice Logs

Status
View CIFS status

This is just a basic overview for CIFS sharing. To get more information on accessing CIFS
shares with anonymous or authorized user in domain or workgroup mode, see the CIFS
User Guide.

10.3 Other sharing options

10.3.1 WebDAV

WebDAV is a set of methods based on the Hypertext Transfer Protocol (HTTP) that facilitates
collaboration between users in editing and managing documents and files stored on World

Wide Web servers”.

Follow the steps bellow to create and access WebDAYV share:
1. In NMV, go to Data Management — Shares and check WebDAYV checkbox to share a

folder. On the following screen 'vol1/folder1' was shared:

A http://en.wikipedia.org/wiki/WebDAV
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About | Support | AddCapacity | Register | Help ‘Walcome Administrator
@ Status W@ Settings @ Data Management q @ Analytics
ifjData Sets [y Shares 3¢ SCSITarget 4% Auto Services % Runners Console || Viewlog s Jobs
WebDAV sharing for folder "mypoolifolder1” now enabled
el . _| Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete
Summary Information
g | mypoolffolder1 3100 KB 3100KBE 6680GB L O e o Edit L] b 4
Create New Folder =l mypoolifolder2 34.00 KB 3400KB 6690GB _J 2 =) =) =l el #®
11 Fitter Delete selectad Results 1 - 2 (all)
CIFS Server onling w
Configure
Basic CIFS configuration
Identity Mapping
Configure Windows to UNEX identity
mapping

Join ADIDNS Server
Become a member of Windows
ADIDNS Server

Join Workgroup
Become a member of Windows

Warkgroup

View Log
View Service Logs

Status
View CIFS status

2. Use web-browser to access the share at: https://<appliance_address>/mypool/folder1

e To access WebDAV share use the following credentials:

user: webdav

password: nasnas

By default, WebDAV uses port 443 to access the shares. It is https-based connection. To
enable http-based connection via port 80, uncheck the 'Use secure HTTP' option in WebDAV

server settings. In NMV go to: Data Management — Shares — WebDAV Server — Configure
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Abow | Support | AddCapacity | Register | Help Walcome Administiator | Logout

(m (m @ﬁ Data Management % @ Analytics

i3 Data Sets [y Shares 3¢ SCSiTarget 4 Auto Services  §h Runners || Console View log .3 Jobs
Show
Summary Information Service State « Service is currently enabled
Uncheck it to disable service.
Create
Create New Folder Use Secure HTTP

Use hitps {port 443) insteed of plain http to make webdav rescurces access mMore Secure.

CIFS Server online w Minimum locking timeout

Minimum amaout of time the server holds a lock a DAV resource. Default is 120 seconds.

Configure

Basic CIFS configuration

Identity Mapping Save || Restore defaults
Configure Windows to UNIX identity

mapping

Join ADIDNS Server
Become a member of Windows
ADIDNS Server

Join Workgroup
Become a member of Windows

‘Workgroup

View Log
View Service Logs

Status
View CIFS status

10.3.2 RSYNC
SGI NAS provides the possibility to share a filesystem via RSYNC:

1. In NMV, go to Data Management — Shares check RSYNC to share the chosen folder.

In the example above folder 'vol1/folder1' is shared via RSYNC.

Aboul | Suppont | Add Capacity | Hegister | Help Welcome Administrator | Logout
@ Status & Settings @ Data Management q @ Analytics

ifjData Sets [y Shares 3 SCSITarget &3 Auto Services  §% Runners [ Console || Viewlog .3 Jobs
St . -J Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete
Summary Information
S _ mypoolifolderl 3100 KB 3100KB 66.90GB d | @ oEdn ) e b 4
Create New Folder — mypoolifolder2 3400 KB 3400KE 6690GB =] el e el 2] b4

7 Filter Delete selected Results 1 - 2 (all)

—

Configure
Basic CIFS configuration
Identity Mapping
Configure Windows to UNIX identity
mapping

Join ADIDNS Server
Become a member of Windows
ADI/DNS Server

Join Workgroup
Become a member of Windows
Warkgroup

View Log
View Service Logs

Status
View CIFS status

2. Depending on your OS use the corresponding RSYNC client to access the share (i.e.

DeltaCopy, Syncrify etc.).
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11 Managing Snapshots

Snapshots are read-only, point-in-time representations of a file system or zvol. Because of the

copy-on-write nature of ZFS, snapshots can be created instantaneously.

11.1 Create Snapshot

Before making significant changes to a folder, you may want to create a snapshot so that you
can recover to this point in time if anything goes wrong. You can create a new snapshot in
NMV from the Data Sets subtab under the Data Management tab. Under the 'Snapshots'’

heading choose Create and you will see the following screen:
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About | Support | Add Capacity | Register | Help Welcome Administrator | Logout
(m @ Settings @5 Data Management q @ Analytics

{gDataSets [y Shares 3 SCSITarget 4 Auto Services  §% Runners Console [=|Viewlog i3 Jobs

S EEs

Sh

Summary Information Dataset

Create Dataset: volume, folder or zvol

Create New Volume Name |

Import Snapshot name can only contains alphanumeric characters (a-Z, A-Z, 0-9) in addition to the following three special characters: underscore (), hyphen (-)

Import Existing Volume kil

Snapshot name must begins with an alphanumeric character and not contains a percent sign (%0).

Check this box if you want to recursively create snapshots for all children folders

Show
Summary Information

Create

Create
Create New Folder

Search
Search

I

Snapshots

Show
Summary Information

Create
Create New Snapshot

Found a bug? Feature request? Request Technical Support

Enter the name of the snapshot (e.g. mypool/myfolder@now) and indicate whether child
folders should be included, and then click Create. The snapshot is taken immediately, and will

appear if you then click Show under the Snapshots heading on this page.

11.2 Creating Checkpoints

Checkpoint is a system snapshot to which system can rollback. Read the full definition here.
Checkpoint can be created from any syspool's snapshot by running the following NMC

command:

I nmc:/$ setup appliance checkpoint create-from <snapshot name>

SGI NAS keeps a certain number of checkpoints. Default value is 8. To set up the number of

checkpoints to be kept on the appliance, run:

I nmc:/$ setup appliance nms property upgrade rootfs_ keep

If any checkpoint needs to be stored on appliance permanently, run:

I nmc:/$ setup appliance <checkpoint_ name> hold
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This will mark checkpoint as to be kept permanently. To remove this mark, run:

I nmc:/$ setup appliance <checkpoint name> release

11.3 Setup Periodic Snapshots

SGI NAS can automatically take snapshots of a folder or zvol on a periodic basis. To set up

Then choose Create under the 'Auto-Snap Services' heading and you will be presented with

a page similar to the following:

Abowl | Support | Add Capacity | Register | Help Welcome Administrator | Logout

(m (m @5 Data Management q @ Analytics

(fgDataSets [ Shares 3¢ SCSiTarget i AutoServices % Runners Console [=|Viewlog <-5Jobs

All Storage Services b d

Show All

Summary Information

Enable All
Enable all services

Disable All
Disable all services

I

Auto-Snap Services

Show
Show Snapping Senices

Create
Create New Snapping Service

Auto-Tier Services

I

Show
Show Tiering Services

Create
Create New Tiering Senvice

I

Auto-Scrub Services

Show
Show Scrubbing Services

Create
Create New Scrubbing Service

Auto-Sync Services

I

Show
Show Syncing Services

Create
Create New Syncing Service

CREATE NEW SNAPPING SERVICE

Name |
Custom name for your auto-service. Leave this field blank if you want it to be assigned automatically. Can cnly contain alphanumeric characters
(8-z, 0-9) in adition 1o the following three special characters: underscore (), hyphen (-).

Dataser

Periodic Interval Frequency @
Period

B

Keep Days

I

Snapshot retention policy. Parameter defines number of days to keep snapshots on the appliance.

Mark latestas [latest
Custom suffix to mark latest snapshots.

Recursive

Snapshot nested folders.

Exclude folders |

Optional: exclude folders matching the specified UNIX pattern. Only ASCII characters are allowed.

Trace level |1
Show verbose information for service while running. Detault value is 1. Bigger value gives more verbosity, For example 10, 20, 30.

Create Service

Found a bug? Feature request?  Request Technical Support

a snapshot schedule in NMV, use the Auto Services subtab under the Data Management tab.
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Here you can chose the name of an existing dataset, and specify the schedule: periodic

interval, number of days to keep the snapshots, exceptions, trace level. If you need to include

subfolders to the snapshots, check recursive. After selecting the desired options, click Create

Service.

11.4 View Snapshots

To view all existing snapshots in NMV, go to Data Sets page and click on Show under the

'Snapshots' heading. You will see a page similar to the following:
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Abow | Suppon | Add Capacity | Register | Help Welcome Administmor | Logouw
® Status @@ Settings 6; Data Management a ® Analytics
ifjDatasets [ Shares 3 SCSITarget i Auto Services i Runners Console [=]|Viewlog i Jobs
Show
Summary Information
| Snapshot Creation Service Refer Used Rollback Clone
Create
Create New Volume =l mypoolifolderl@snap-minute-1-2012-06-05-191307 Tue Jun 519:13 2012 example-000 31K 0 [ 2] =
Import | mypoolifolderl@snap-minute-1-2012-06-05-191405 Tue Jun 5 19:14 2012 example-000 31K 0 [ 2] =
Import Existing Volume _J mypoolifolderl@snap-minute-1-2012-06-05-191504 Tue Jun 519:15 2012 example-000 37K 24K g -
_ =l mypoolifolderl@snap-minute-1-2012-06-05-191605 Tue Jun 5 19:16 2012 example-000 37K 18K [ 2] =
Folders -
= mypoolifolderl@snap-minute-1-2012-06-05-191705 Tue Jun 5 19:17 2012 example-000 40K 23K 2l
Show ;. —| mypoolifolderl@snap-minute-1-latest Tue Jun 5 19:17 2012 example-000 40K 23K 2] 3]
Summary Information
Zf = mypoolifolder2 @snap-minute-1-2012-06-05-191307 Tue Jun 519:13 2012 example-000 34K Q 2] x
reate
Create New Folder ~| mypoolifolder2 @snap-minute-1-2012-06-05-191405 Tue Jun 519:14 2012 example-000 34K 0 2l -
Search = mypoolifolder2 @snap-minute-1-2012-06-05-191504 Tue Jun 5 19:15 2012 example-000 40K 25K 2 =
Search _ mypoolifolder2 @snap-minute-1-2012-06-05-191605 Tue Jun 5 19:16 2012 example-000 40K ] 2 =
=l mypoolifolder2 @snap-minute-1-2012-06-05-191705 Tue Jun 5 19:17 2012 example-000 40K Q 2 =
-l mypoolifolder2@snap-minute-1-latest Tue Jun 5 18:17 2012 example-000 40K 0 2] -
Show 3 z
=2 ~ mypool@snap-minute-1-2012-06-05-191307 Tue Jun 519:13 2012 example-000 33K 0
Summary Information b i P P &
Sk -/ mypool@snap-minute-1-2012-06-05-191405 Tue Jun 519:14 2012 example-000 33K 0 | 2] -
reate
Create New Snapshot -/ mypool@snap-minute-1-2012-06-05-191504 Tue Jun 519:15 2012 example-000 33K 0 [ 2] -
Filtar Delate Resulis1-150120 |ga @@Q

Found a bug? Feature request? Reguest Technical Support

From this view you can clone a snapshot or rollback a folder or zvol to this point in time.

11.5 View Scheduled Snapshots

To ensure that you scheduled your snapshots correctly in NMV, you can view all the scheduled
snapshots and verify that your new entry is present. To see the summary list, select Show

under 'Auto-Snap Services'.

From this view you can delete the periodic snapshot or edit the snapshot service. One useful

option available from the edit screen is to take a snapshot immediately.

11.6 Recover Snapshot

To recover a file system from a snapshot you first create a clone. Clones are read-write copies
of a file system and are based on a snapshot. The origin snapshot cannot be destroyed, if a

clone exists. In the example above snapshot is cloned to 'vol1/fol1' as 'clone1'.
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Atioui | Suppon | Add Caparity | Register | Halp Welmme Adminisimtor | Losou
lfgData Sets [y Shares ¢ SCSITarget .’i:;:;Aum Services D Runners gt:rmsole :_’_“Jiewlog zJobs
how :

Summary Information . i
- Snapshot Creation Service Refer Used Rollback  Clone
Creaie
Create New Volume - syspoolirootfs-nmu-000@initial Tue Jun 5 3:39 2012 E 111G 4189M E =
Wbt - syspoalirootis-nmi-00 cione snapshot % - B17M  95.3M - -
Impart Existing Volume ollffoll@ : -
p q =l vollfoll@archivel hot: vollfoll @archivel 31K 0 | 2] =

i = L | Foden [ v Results 1-3 (all)
Show Slone |clone1 |
Summary Infarmation .

Create | Clone || Cancel |
Create New Folder

Search

Search

Show

Summary Information

Create
Create New Snapshot

Found a bug?  Feature request?  Request Technical Suppart

It can be found on 'Folder's summary' page.

® Status @@ Settings @5 Data Management q @ Analytics

(fgDataSets [ Shares 3¢ SCSiTarget 4% Auto Services % Runners Console [=|Viewlog < Jobs

Show

- Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete
< volliclonel 31.00 KB 100KB 6690GB J | | J | x

Summary Information

Create
Create New Folder - vollffoll 31.00 KB 3100KB 6690GB wl =} k) | kel ®

- 1 Fiter | | Delete selected Resulis 1 - 2 (all)
|

Configure
Basic CIFS configuration

Identity Mapping

Configure Windows to UNIX identity
mapping

Join ADIDNS Server

Become a member of Windows
ADIDNS Server

Join Workgroup
Become a member of Windows
Workgroup

View Log
View Service Logs

Status
View CIFS status

There is another simple way to recover data from the snapshot.

1. For example, a snapshot of 'vol1/fol1' named 'archive1' was created:




SGI NAS User Guide

Abowl | Support | Add Capacity | Register | Help & Administrator

® Status @@ Settings @ Data Management % @ Analytics

Lij Data Sets

Show
Dataset |yoll/foll ¥

Summary Information
Dataset: volume, folder or zvol,

I Shares 3¢ SCSiTarget i Auto Services % Runners [ Console [=|Viewlog s Jobs

Create
Create New Yolume

Name [archivel
Snapshot name can only contains alphanumeric characters (a-Z, A-Z, 0-9) in addition to the following three special characters: underscore (), hyphen {-)
and period ()
Snapshot name must begins with an alphanumeric character and not contains a percent sign (%a).

Import
Import Existing Volume

Recursive |
Check this box if you want to recursively create snapshots for all children folders.

Folders

I

Show
Summary Information

[ Create
Create —
Create New Folder

Search
Search

Show
Summary Information

Create
Create New Snapshot

Found a bug?

Feature request? Request Technical Support

It appears on the 'Snapshot summary information' page.
2. Share 'vol1/fol1' via CIFS, if it wasn't previously shared.

3. Click on the folder to edit the properties. Change parameter 'Snapshot visibility' from

'hidden' to 'visible'.

Support | Add Capacity | Regiser | Help Welcome Administmor | Logow

@ Status (m @ Data Management q @ Analytics

[{jDataSets [ Shares

30 SCSITarget 4 Auto Services % Runners [ console [=| Viewlog .; Jobs

Show
Summary Information

Show
Summary Information

Create
Create New Folder

Search
Search

Show
Summary Information

Create
Create New Snapshot

All services ¥

T FTT

Found a bug?

Delete

Feature request?

Request Technical Support

' Snapshot Creation Service Refer Used Rollback  Clone
Create
Create New Volume - syspoolirootfs-nmu-000@initial Tue Jun 5 3:30 2012 111G 419Mm -
Import - syspoolirootfs-nmu-000@nmu-001 Tue Jun 5 16:21 2012 - B17TM  95.3M = -
Ko e ol me vollifoll@archivel Wed Jun 6 13:17 2012 - 31K 0 2 =)

Results 1- 3 (all)
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® Status §® Settings Q§ Data Management %

g = :
(fjDataSets [ Shares 3{SCSiTarget & AutoServices i Runners [& console [=| Viewlog 5 Jobs
O
Show Read-Only Parameters:
Summary Information
Create Name Value
Create New Folder name vollfoll
creation Wed Jun 6 13:16 2012
Configure available 66.9G
Basic CIFS configuration referenced 32K
Identity Mapping compressiatio 1.00x
Configure Windows to UNIX identity >
mapping mountpoint MNolumesivolLfoll
" casesensitivity mixed
Join ADIDNS Server
Become a member of Windows
ADIDNS Server
Join Workgroup vollffoll @archivel
Become a member of Windows
Warkgroup Quota:
View Log Edit folder quotas

View Service Logs
Access Control List: found 1 ACL entry(s)

View CIFS status Entity  Allow Deny Delete
SRS list_directory, read_data, add_file, write_data, add_subdirectory, append_data, read_xattr, write_xaftr, execute, *®
B delete_child, write_attributes, write_acl, write_owner, synchronize

Configure {+) Add Permissions for User

Herie NS confaimon (+) Add Permissions for Group

View Log

View Service Logs (+)Reset ACL to Defaulis
FTP Ses disabled w

Description |
L Fuman-reagabie descripton for This Toer.

Basic FTP configuration

ViewLog Ot
View Service Logs [imits, the amount of space & Gataset and is descendants can consume, Defaul is “none”.
Referenced Quta
RSYNC Server anline [imits the amount of space & Gataset can consume. Defauitis “none”
contigure Hazacaikn
Basic RSYNC configuration The H of space. 1o a dataset and its Defaut is "none”
viwlog Referenced Reservation
View Service Logs The minimum amount of space guaranteed to & dataset, not including its descendents. Defautt is rione™
I T Record Size
el rver enabled w
ies a suggested block size for fies in the folder. Default is 126K
Eme WenDAY contguraton Loy Bl
Provide & hini to ZFS about handiing of synchronous requests in this dataset, If logbias is set to latency (the default), ZFS wil
ViewLog use pool log devices (i configured) to handle the requests at low latency. If logbias is set {o throughput, ZFS wil not use
View Service Lags configured pool log devices. ZFS will instead optimize synchronous operations for gobal pool throughput and efficient use of
resources,
Dedptcaton
Controls the deduplication option for this dataset. If enabled it will optimize use of duplicate copies of data. Default is "off".
ecksum
Controls the checksum used to verify data integrity. Defaull is “on”
Compression
Controls the compression algorithm used for this dataset. Defaultis "on”. Setfing compression to "an” uses the izjb
gorithm. The lzjb algorithm is optimized for performance whik providing decent data compression.
Currently, “gzip” is equivalent 1o "gzip-6.
Access Time
Controls whether the access time for fies is updated when they are read, Default is "on”
Allow Devices
Controls whether device nodes can be opened on this fokder. Defaul is “on”
Allow Execution
Conlrols whether processes can be executed from within this fokder. Default is “on”
Allow Set-UID
Controls whether the sel-UID bitis respected for the folder. Default is "on”
Read-Only

Controls whether this dataset can be modified, Default is “off

Snapshots Visibility

Controls whether the ~.zfs™ directary is hidden or visibie in he root of the folder. Defaut is “hidden”

ACL inheritance

‘Controls how ACL entries are inherited when files and directories are created. Default is “restricted”.

AcLose

Controls how an ACL is modified during chmod(2). Defautt is "discard”

Can Mount

property is set to "off”, the fie system eannot be mounted, Defaul is "on”

Extended Attributes
Controls whether extended attributes are enabled for this foider. Defautt is “on”™

Number of Copies

s the number of copies of data stored for this dataset. Default is ™1

syne
Controfs synehronous requests (standard - ensure all synchronous requests are written to stable storage; ahways - every fie
system transaction will be written and flushed to stable storage by system call return; disabled - synehronous requests are
disabled). Defauit is standard.

nd a bug?
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4. Map Network drive in Windows (read more about CIFS sharing in 9.3 Anonymous

access).

5. Access the share and see '.zfs' directory, which was previously hidden.

':-', voll_foll on ‘HexentaStor CIFS Server (172.16.157.149) (2} e ff I?‘
File Edit VMiew Favorites Tools  Help ’,'
- &9 @) -
a Back \._J L@ P Search I Falders = (P x n
Address |‘=‘g z [V] Go
.2fs
[Z] 1.bxt
[E] 2.txt

6. Open \.zfs\snapshot\archive1 and find the read-only copies of the files.

& archivel i) <

File Edit Wiew Faworites Toaols  Help

@Back < -_J l-@ /__j Search Y- Falders = x m v

Address |l§ 2. 2fs\snapshotlarchivel [v] 5
$EXTEND

(] 1.kxk

Z] 2.tk
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From here the files may be copied and the copies can be later modified.

This method has a limitation and it doesn't work for zvols.

11.7 Delete Snapshot

When viewing existing snapshots you can select a snapshot and then delete it. Note that

because of the copy-on-write nature of SGI NAS and ZFS, deleting a snapshot will not

necessarily free additional space in the folder.

To delete a snapshot go to Data Management — Data Sets — 'Snapshots' — Show.

Abowl | Support

Add Caparity

Register | Help

Welcome Administrator Logou

L1y Data Sets

[i; Shares

2 SCSI Target

(m m @ Data Management q @ Analytics

% Auto Services

7 Runners

[ Console || Viewlog (s Jobs

Show
Summary Information

Create
Create New Valume

Import
Impaort Existing Valume

Volumes hd

Folders

Show
Summary Information

Create
Create New Folder

Search
Search

I

Show
Summary Information

Create
Create New Snapshot

Snapshots -

SUMMARY INFORMATION: SNAPSHOTS

—| Snapshot

-l mypoolifolderl@archivel

| mypool@clonel

| mypool@snap-minute-1-latest

- syspoollrootfs-nmu-000@initial

- syspoolrootfs-nmu-000@nmu-001

——

Filter

Delete

Creation

Tue Jun 5 19:25 2012
Tue Jun 5 19:19 2012
Tue Jun 5 19:29 2012
Tue Jun 5 3:39 2012
Tue Jun 5 16:21 2012

Request Technical Support

Service

example-000

Refer
50K
33K
34K

111G

B1TM

Used

o]

0

o]
419M
85.3M

Rollback  Clone
L2 (=]
L& &

[ 2l
Results 1 -5 (all)

Found a bug?

Feature request?

If a few snapshots need to be deleted, you can either select, or filter them by special

parameter. The same way as folders.

» Select the snapshots and click on 'Delete selected' to delete selected snapshots.

» Filter the snapshots and click on 'Delete filtered'. Note, that this operation deletes all the

filtered snapshots, even if they are not shown on the current page.

Corresponding NMC comand:

I nmc:/$ setup snapshot <snapshotname> destroy
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11.8 Other operation with snapshots
To rename snapshot, run:

I nmc:/$ setup snapshot <snapshot name> rename

Example:

nmc@myhost:/$ setup snapshot syspool/rootfs-nmu-000@nmu-003 rename
Input new name for snapshot 'syspool/rootfs-nmu-000@nmu-003' : upgradel

Snapshot 'syspool/rootfs-nmu-000@nmu-003' was successfully renamed to 'syspool/r
ootfs-nmu-000@upgradel’
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12 SCSI Target (Managing Blocks)

A SCSI Target is a generic term used to represent different types of targets such as iSCSI or
Fibre Channel. SCSI Target accesses all of the different types of targets in the same way and
hence allows the same zvol to be exported to any type of target (or to multiple targets at once).
Configuring a target means making it available to the system. This process is specific to the

type of target being configured.

12.1 Create zvol

A zvol is an emulated block device contained within a data volume. Zvols provide an easy way
to expose SCSI Targets to hosts. For example, a zvol can serve as the backing store for an

iISCSI target. A zvol can also be used as a swap partition.

Storage services such as snapshotting and replication can be used with zvols.

Thin provisioning is supported for zvols, meaning that storage space is allocated on-demand.

Here is an example using NMC to create a 5TB zvol named zvol1 within the data volume vol1:

I nmc:/$ create zvol voll/zvoll -S -s 5TB

Alternatively, you can type 'create zvol' and follow the prompts to complete the request.

In NMV you can create a zvol on the “SCSI Target” page. You will be prompted for the data
volume that will contain the new zvol, the zvol name, an optional description, and whether the
zvol will have space initially reserved. The block size and maximum size is also specified. You
can indicate whether the zvol data should be compressed on the backend storage and how

many redundant copies should be stored.
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Mbowt | Support | Add Capacity | Reister | Help Welcome Administrator | Logout
(m @ Settings ({)ﬁ Data Management q @ Analytics
(fgDataSets [ Shares 3¢ SCSITarget i Auto Services ) Runners Console || Viewlog <5 Jobs
'SCSI Target - CREATE A NEW ZVOL (VIRTUAL BLOCK DEVICE)
Mappings
Manage mappings. Volume | mypool v
P Zvol's volume:
Initiator groups
Manage groups of remote initiators. Name
Target groups Unique path within the ZFS namespace. LUN name can only contain alphanumeric characters as well as underscore (_7), dash (-],
Manage groups of local targets, period (). Maximum length of a dataset name is 256 minus length of selected volume.
Description [
Human-readable description for this zvol.
View Az
View zvols. Maximum size of the LUN, e.g.. 2TB, 100GB, 500M, 100K. If 'sparse’ mode is not used, the entire specified size is allocated;
otherwise the virtual biock device will start small and then may grow up to the specified size. Minimum size of zvol that can be shared
Create

Create a new zvol (virtual block device).

Remote Initiators Block size
Manage iSCSI remole initiators. Species a suggested biock size for the LUN, Defaut is BK.
Targets

Manage iSCSl targets.

Target Portal Groups
Manage iSCSI target portal groups. Deduplication

i.'_.
2| =

Initial Reservation

2 ¥

iy "No’ to create a “sparse” (that is, thinly provisioned) zvol with no initial reservation. The effective used size is limited by the
cified size. Default is Yes'.

Compression

Controls the compression algorithm used for this dataset. Default is “on”.

Controls the deduplication option for the volume. If enabled, it will optimize use of duplicate copies of data. Detault is “off”

LogBias |jatency v
Provide a hint to ZFS about handiing of synchronous requests in this dataset. If logbias is set to latency (the defautt), ZFS will use
pool log devices (if configured) to handle the requests at low latency. If logbias is set to ghput, ZFS will not use ig pool
log devices. ZFS will instead optimize synchronous operations for global pool throughput and efficient use of resources.

Deiaults
Manage iSCS| target default parameters.

Number of copies
Controls the number of copies of data stored for this dataset. Default is "1”

Sync | standard ¥
Controls synchronous requests (standard - ensure all synchronous requests are written to stable storage; always - every file
system transaction will be written and flushed to stable storage by system call return; disabled - synchronous requests are disabled).
Default is standard

Create

Foundabug?  Feature request?  Reguest Technical Support

Here is an example in NMC of setting up periodic snapshots for the zvol:

I nmc:/$ create auto-snap zvol voll/zvoll

You will then be asked to provide the snapshot frequency, retention policy, etc.

Zvol can be thin provisioned, and can be grown over time, both in terms of its effective and

maximum size. A thin provisioned (also called 'sparse') zvol does not allocate its specified
maximum size. At creation time a thin provisioned zvol actually allocates only a minimum

required to store its own metadata.

You can grow both the effective (actually used) size of the zvol by storing more data on it, and
the maximum size of the zvol, by incrementing its property called 'volsize'. In NMC, the latter

is done via:
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I nmc:/$ setup zvol <zvol-name> property volsize
You can change 'volsize' property anytime.

Be careful shrinking a zvol. If you indicate a zvol size less than it is currently using, it may

cause a data loss.

A similar function is available via the NMV web GUI.

12.2 View Zvol Properties

If a zvol is being shared over iISCSI and/or FC as a SCSI disk, the writeback caching for that
disk can be Enabled or Disabled. When writeback caching is enabled, the disk performs better
on writes but the data is not flushed to the backing store of the zpool before a write 1/O is
completed to the initiator. Disabling writeback caching will always ensure that data is flushed to

stable storage before a write is completed. But doing so will reduce the disk write performance.

To control writeback caching select 'SCSI Target — 'View (Zvols)'. Click on the zvol name and

its properties will show up. Select the desired writeback caching mode from the drop down list.

12.3 Destroy a Zvol
To destroy a zvol in NMC, use the command:

I nmc:/$ destroy zvol

12.4 Add initiators and targets

The configuration of initiators and targets is protocol-specific. iISCSI is shipped by default with
SGI NAS and is described in the section “Managing iISCSI”. Other protocols are beyond the

scope of this document.

12.5 Create initiator group

You can share a zvol with all remote initiators. In this case you do not need to create any

initiator groups. If you want to control which initiators can see a zvol, then you need to create
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one or more initiator groups. Even if you intend to associate only a single initiator with a zvol,

the initiator needs to be in an initiator group.

About | Support | Add Capacity | Register | Help Welcome Administrtor | Logout

@ Status @@ Settings @ Data Management q @ Analytics
[gjDataSets [y Shares 3¢ SCSITarget & Auto Services ¥ Runners | Console [=|Viewlog . Jobs
Mappings —Parameters

Manage mappings.

Initiator groups
Manage groups of remote initiators.

Group Name [Accounts |
Name of the initiator group.

Target groups Additional initiators ign. 1991-0.com.sun:d830
Manage groups of local targets. Additional remote initiators to be added to the group. Initiater can be specified as name_type.name_value, where name_type can be one of

EUL name_value is the value of the initiator name. Examples: wawn. 200000e080309221, ign.1986-03.com sun:01.46f7e262, eul 20000008k

Zvols -

View
View zvols. No remote initiators available. You can create a new one here and refresh this page.

—Remote and logged initiators.

Create
Create a new zvol (virtual block device).

Create

iSCSI

I

Remote Initiators
Manage iSCSI remote initiators,

Targets
Manage iSCSl targets.

Target Portal Groups
Manage iSCSl target partal groups.

Defauits
Manage iSCSI target default parameters.

Found a bug? Feature request? Request Technical Support

To create an initiator group in NMV, click the link Initiator Groups.

Provide a group name and a list of remote initiators for this group, and then click Create.

12.6 Create target group

You can associate a zvol with a set of targets by putting the targets in a target group. Target
groups are not required. The following screen in NMV shows how to create a target group. You

simply choose a group name and select the targets to be in the group.
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About Suppant Add Capacity egisier Help Welcome Administrator Logout

® Status (m 6§ Data Management % @ Analytics

{{jDataSets [jfjShares 3¢ SCSITarget & Auto Services i Runners [ Console [=|Viewlog :J:Jobs

SCSl Target v CREATE NEW TARGET GROUP

Mappings —Pi
Manage mappings.

Group Name | |
Initiator groups
Manage groups of remote initiators.
—T 1
Target groups gtk
Manage groups of local targets. | Target

| iqn.1986-03.com.sun02:6124115-4f56-2d60-8d1d-df0BO5T106ad
Zvols

I

View

View zvols. : Sreaie )

Create
Create a new zvol (virtual block device).

iSCSI h g
Remote Initiators

Manage iSCSI remote initiators.

Targets
Manage iSCSI targets.

Target Portal Groups
Manage iSCS| target portal groups.

Defaults
Manage iSCSI target default parameters.

Found abug?  Feature request?  Reguest Technical Suppart

12.7 Create LUN mappings

LUN mappings allow you to control which remote initiators can see a zvol. A zvol is not

accessible over the SAN until it has been mapped.

Here is an example in NMV of creating a LUN mapping for a zvol:

Instead of defining and choosing initiator and target groups, you can simply select “All”.
However, remote iSCSI initiators will not find this target if you haven’t defined at least one
iISCSI target.

When creating a LUN mapping you can choose a specific LUN id or let SGI NAS assign

one automatically.
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Abot

Support | Add Caparity te Welcome Administator

Cm @ Settings (-}5 Data Management q

fgData Sets [y Shares 3¢ SCSlTarget 4 Auto Services % Runners (] Console

View log .23 Jobs

Mappings
Manage mappings.

Initiator groups
Manage groups of remote initiators.

Target groups
Manage groups of local targets.

View
View zvols.
Create

Create a new zvol (virtual block device).

iSCSsl -

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSI targets.

Target Portal Groups
Manage iSCSI target portal groups.

Deiaults
Manage iSCSl target default parameters.

SCS| Target - MANAGE MAPPINGS

No LUN mappings available. You can create a new one here.

[ Create new mapping *®

Zvol:

| mypool/zvoll |v

Initiator group:
[an |

Target group:
[ [~

LUN #:

<AUTO> |

| Create ||  Cancel |

Found a b
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13 Managing iSCSI

You can set default authentication and registration options by clicking the “Defaults” under the
iISCSI heading. For authentication, you can choose CHAP, RADIUS, or none. You can also

indicate whether configured targets should be registered with iSNS.

13.1 Add remote initiator

Add remote initiators if you want to control which initiators can see individual zvols. You can

specify CHAP authentication information for each remote initiator.

Abowl | Suppont | Add Capacity | Register | Help Welcome Administrior | Logowt
(m (m (-§ Data Management q @ Analytics
iy Data Sets [ Shares 3¢ SCSITarget & Auto Services % Runners [ Console [=| Viewlog . Jobs
SCSi Target w W CREATE ISCSI REMOTE INITIATOR
Mappings
Manage mappings Name | |
3 Remote initiator node name.
Initiator groups
Manage groups of remote initiators. CHAP User | |

Target groups Specifies the CHAP username for an remote initiator, for use in CHAP authentication. If no value is specified then the remote intiator node
Manage groups of local targets. name is used as the username.

CHAP Secret | |
The CHAP secret to send during unidirectional CHAP authentication. There is no default for this property. Maximum length is 255 characters;
minimum required length is 12 characters.

Zvols

I

View

View zvols.
Create

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCS| targets.

Target Portal Groups
Manage iSCSI target portal groups.

Defaults
Manage iSCSI target default parameters.

Found abug? Feature request? Request Technical Support

13.2 Create iSCSI target

If you map a zvol for iISCSI, the remote initiator won’t see it unless you have defined at least

one iSCSI target.

In NMV, you can create an iSCSI target by selecting Targets under the 'iISCSI' heading on the
'SCSI Target page’', and then clicking Create. You will see this page:
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Aboul | Support | AddCapacity | Register | Halp Walcome Administrator | Logout
@ Status Cm @ Data Management ﬂ @ Analytics
[{gDataSets [y Shares 3¢ SCSITarget i Auto Services % Runners Console [=| Viewlog :c5Jobs
SCSl Target w W CREATE ISCSI TARGET
Mappings Name

Manage mappings. [ |

s An iSCS| Target Node is identified by its Target Node Name, formatted in either IQN or EUI format (see RFC 3720). You can keep that field empty - the name wil be
Initiator groups

. generated automatically.
Manage groups of remote initiators.

Alias

Target groups
Manage groups of local targets.

An atternate identifier associated with a target node. The identifier does not need to be unigue.

Auth Method
e

Specifies the authentication method to use for the target

View
View zvols. CHAP User
Create — | . -~ i
Create a new zvol (virtual block device). Specifies the CHAP username for & target for use in mutual CHAP authentication. If no value is specified then the target node name is used as the username.
CHAP Secret
iSCSI - ‘ |
The CHAP secret to send during mutual CHAP authentication. There is no defautt for this property. Maximum length is 255 characters; minimum required length is
: 12 characters.
Remote Initiators
Manage iSCSI remote initiators. iSCSI Target Portal Groups
Targets No available TPGs found in system.
Manage iSCSI targets. A list of Target Portal Group (TPG) identifiers that specifies the TPGs that an initiator can use to access a specific target.
Target Portal Groups =

Manage iSCS| target portal groups. ! Create |

Detaults
Manage iSCSI target default parameters.

Found a bug? Feature request? Request Technical Support

If the name is left blank then an IQN will be automatically assigned by SGI NAS.

Other fields such as Alias and a CHAP user/secret can also be entered. The CHAP user/secret
specified here is used for bidirectional CHAP only. For the non-bidirectional CHAP
authentication (The usual case), the CHAP parameters are specified for the initiator on the

Initiators page and not here. Finally, clicking on 'Create’ button will create the target.

Unless Multiple Targets are needed for a more advanced configuration, this step is only
needed once. All the SCSI LUNs created and exported afterwards, will be exposed on the
iISCSI SAN via this target.

13.3 Create iSCSI target portal group

A target portal group can be associated with a target to further specify the IP address and port

that should be used for a target.
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13.4 Setting up CHAP Authentication

The Challenge-Handshake Authentication Protocol (CHAP) is used for authentication of iSCSI
initiators and targets. In standard CHAP, the target authenticates the initiator. With bi-

directional CHAP (aka mutual CHAP), the initiator also authenticates the target.

For SGI NAS iSCSI target, when using standard CHAP, the CHAP secret is set on a per
initiator basis. Thai is, for every initiator logging into a SGI NAS iSCSI target (CHAP
enabled), the user needs to create an initiator and set its CHAP secret. The CHAP secret for

target is only set when using bidirectional CHAP authentication.

The use case shown below shows how to set the CHAP secret for a Microsoft iSCSI initiator.

Here are the steps:

1. Create a target with auth method set to chap. Or if the target is already created, update
it and set auth method to chap.

2. Create a remote initiator and provide its CHAP secret (you can also specify its CHAP
user name. However for most cases that is not required).

3. Set the same CHAP secret (as set in step #2 above) on the initiator side.

4. To create a target with CHAP on, Create the target as described before and select 'Auth
Method' chap from the drop down list. Do not enter CHAP secret here unless you want

to use bidirectional CHAP authentication.

Next create the initiator by selecting 'SCSI Target' — Remote Initiators. Enter the iISCSI name

of the initiator. For Microsoft iSCSI initiator, the initiator name is available under 'General' tab
of the Microsoft initiator Ul. Now enter a CHAP secret for this initiator. The CHAP secret has to

be a minimum of 12 characters. Click 'Create' to create the initiator with CHAP secret.
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Abow

Suppori | Add Caparity g Welcome Administrato

@ Status @& Settings @§ Data Management a Analytics

Iy Data Sets [y Shares 3¢ SCSITarget i Auto Services ) Runners [ console

=|Viewlog ik Jobs

SCSI Target -

Mappings
Manage mappings.

Initiator groups
Manage groups of remote initiators.

Target groups
Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage ISCS targets.

Target Portal Groups
Manage iSCSI target portal groups.

Defaults
Manage iSCSI target default parameters.

CREATE ISCSI REMOTE INITIATOR

Name |ign. 1986-03.com.sun:02:7b1g

Remote initiator node name.

CHAP User

Specifies the CHAP username for an remote initiator, for use in CHAP authentication. If no value is specified then the remote initiator node
name is used as the username.

CHAP Secret

The CHAP secret to send during umdirectional CHAP authentication. There is no default for this property. Maximum length is 255 characters;
minimum required length is 12 characters

| Create |

Now go to the Microsoft Initiator Ul and discover this target (This is mostly done by entering

the IP address of the SGI NAS appliance under the 'discovery — 'target portal' and then

going under the 'Target' tab and clicking 'Refresh’).

Target name:

| iqn. 1986-03, com,sun:02: 7b1 Sffac-e32f-242F-b9319-921 bd470d3cS

pertie [[]Autematically restore this connection when the system boots

Targets

e Dissovery| Torgls o] [ IENSHe mliosin

Select a target and ik Log On'tg
target. Click details to see informati

devices for that target,

L\‘ Only select this option if iISCSI multi-path software is already installed

on your computer
Cancel

Name

iqn 1986-03 com surc02:7h1 9 ac-e32t-e42003  Inactive

5]

Advanced Settings

Status

VGeneraTl IFSec |

Connect by using

Local adapter. | Defal v
Saurce |P: | Default v
Terget Portal: | Default ~|

CRC / Checksum

Detals | [ LogOn.. | [ Rshesh [] Data digest [[] Header digest

CHAP lagon information

CHAP helps ensure data securty by providing authentication between

= target and an iniiator trying to establish a connection. To use it
speciy the same target CHAP secret that was configured on the target
far this initiator.

Username:ian. 199105 commicrosoft 230

Target secret ‘.-..-..-..-.\ ‘

[ Perform mutual authentioation

To use mutual CHAP specify an initiator secret on the Initiator Settings
page and configure that secret on the target

106



SGI NAS User Guide

Select the newly discovered target and click 'LogOn'. In the 'Log On to Target' screen, click
'‘Advanced...". Now select Chap Log on information and enter the target secret (same as what
was set for the initiator created above). Now, click 'OK' and again 'OK' to logon to the target. At

this point the Initiator should be able to logon to the target using CHAP Authentication.
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14 Asynchronous Replication

SGI NAS provides various types of replication and backup solutions. In the following two

section we will review:
* Asynchronous replication (Auto-Tier, Auto-Sync services)
» Synchronous replication (Auto-CDP)

This section describes asynchronous replication.

The continuing growth of disk based storage has had two primary affects. The amount of data
to backup is increasingly difficult to fit onto tape or within a backup window, and the costs of
capacity of storage makes it feasible to build online backups out of disk subsystems
themselves. One of SGI NAS’s primary uses is in this new digital archiving role. Whereas
tapes will always find use, the development of disk based backup systems regulates tape to
the final tier of archiving, where offline preservation is the requirement. You will find this
product fits many roles, including primary storage, secondary storage to any primary storage

array, and even remote site replication and archival.

What makes multi-tier storage possible in SGI's solution is the 'auto-tier' service, which

can regularly copy data from one source, local or remote of any nature, to a destination target
again of any type. The only limitation is that at least one of either the source or destination
must be local. In large arrays where the appliance encompasses both first tier and second tier
storage, you’ll even see local-to-local tiering. Tiering is accomplished by taking a given
filesystem or share, breaking into smaller manageable chunks, and replicating that data at that
point in time to another volume. Using snapshots at the target end, you can maintain a full
efficient backup of the primary storage at unique intervals typical of backups. Whereas you
may have hourly and daily snapshots on your primary NAS, auto-tiering with snapshots will
generally have daily, monthly, and even yearly snapshot points, with the same policies for

retention of any given periodicity.

Commonly tiering service is set up locally, over NFS or CIFS, or using rsync directly with or
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without SSH (See '14.12. How to establish SSH-binding?'). A simple example of tiering data

from an NFS file server to our example volume is to create a filesystem to tier to and then to
setup an auto-tier from our source NFS server.

@ Both auto-sync and auto-tier are schedulable, fault-managed, tunable SGI NAS Data Replic-
ation services that can be used in a variety of backup, archiving, and DR scenarios.

Auto-tier and auto-sync are not limited just to the first two tiers, as tertiary tiering for more
critical data is also common. As legal and business drivers dictate, tiering will also include
access policy enforcement, limiting data access to restricted personnel over longer periods of
time.

As either a primary or secondary storage server, SGI NAS can pull or push data regularly

at arbitrary intervals, transferring only the periodic changes seen. This can be done as
frequently or as sparingly as required, thus being ideal for both large tiering as well as
replication needs or for providing WAN-base off site mirroring.

SGI NAS provides the complete range of data replication services:

Auto-Tier - In the case of 'auto-tier' (or simply, tiering) service, SGI NAS makes
use of snapshots and user definable source and destination points to regularly replicate a
single copy of a file system to another storage pool, whether local or remote. Using snapshots
on the target end, the tiered copy may have arbitrarily different retention and expiration policies
and can be administered separately. SGI NAS tiering service runs on a variety of
transports, and can use snapshots as its replication sources. This solution fits the more
common backup scenarios found in disk-to-disk backup solutions. The auto-tier service is not
limited just to the first two tiers, as tertiary tiering for more critical data is also common. As
legal and business drivers dictate, tiering will also include access policy enforcement, limiting
data access to restricted personnel to over longer periods of time.

Auto-Sync - Another option provided is the ‘auto-sync' (or simply, syncing)
service, which will maintain a fully synchronized copy of a given volume, file system, or
emulated block device (a. k. a. zvol, Section “Using ZVOLSs”) on another NAS. Where tiering
provides a copy, auto-sync provides a true mirror, an exact replica of data, inclusive of all
snapshots and file system properties. Auto-sync uses the built-in ZFS snapshot capability to

efficiently identify and replicate only changed blocks. This allows central mapping of multiple
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snapshots of a file system onto remote storage, all the while maintaining control of the

retention and expiration of that data at the replication source. This facility is the most ideal for

full disaster recovery.

@

@

Both auto-sync and auto-tier are designed from ground up to use a variety of transports
(a.k.a. protocols), which provides required flexibility to execute over Internet and Intranet,
from behind a firewall and in the environment that requires extra security.

Both auto-sync and auto-tier support any schedule. You can schedule the services to run
every minute, every hour at a given minute of the hour, every few hours, every day at a cer-
tain time, etc. You can schedule services to run once a year, or at certain day of every second
month, and so on.

Both auto-sync and auto-tier support all 3 possible directions of the replication: local to local
(L2L), local to remote (L2R), and remote to local (R2L). When replicating to or from remote
host, the latter does not necessarily need to be an SGI NAS system, although in the auto-
sync case it must be another ZFS based system.

Both auto-sync and auto-tier provide a combined replication + snapshots capability. You can
tier from a given source (for instance, from a given snapshot or a directory), and generate
snapshot at the remote or local destination every time the replication has run.

As of the version 1.1.6 of the appliance software:

® the services can be set up to run only once - at a given scheduled time.

® auto-sync can execute in a daemon mode and run incremental replications every second
or every few seconds.

® auto-sync can be used to replicate locally or remotely the appliance's system folder (a.k.a.
root filesystem) that contains appliance's Operating System and configuration. The rep-
lication destination may or may be another SGI NAS system, and - in the case when
it is an appliance - may or may not reside on appliance's system volume. The equivalent
tiering capability is not being planned.

Hybrid-tier/sync - SGI NAS provides a hybrid tiering-syncing service which

enables a history of changes on the tiering destination. Unlike regular backup solutions with

only the latest copy available on the backup target, this solution would have the advantage of

both 'the latest copy' and a configurable number of previous copies - the latter in accordance

with the retention policy.

In addition, you could tier from a snapshot, which provides the best combination of

transactional snapshot at the source combined with potentially faster transport to copy the data

without risking that it is being modified concurrently.
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@ The primary difference between auto-sync and auto-tier is threefold:

1. Data and meta-data. Auto-sync transfers not only data (files, directories) but filesystem
meta-data as well, including snapshots.

2. Folder and Directory. Auto-tier can have a directory within a filesystem as its top level
source, while auto-sync cannot. To be able to transfer meta-data, auto-sync must have a
folder (filesystem) as its top level source.

3. Copying over. When executing the very first time, auto-tier can write over the existing
files and directories at the destination. When executing the very first time, auto-sync can-
not copy over an existing destination - it will create new folder(s) at the destination, and
keep those folders fully in-sync with the source folders after each subsequent scheduled
run of the service. Those new folders will be complete clones of the folders at the source.

Independently of its transport, auto-sync always re-creates source snapshots at the destination.

141 Auto-Sync

The SGI NAS auto-sync service transfers snapshots between storage systems. The service
is built on the ZFS send/receive capability. It assumes that the source and target systems are
using ZFS.

Auto-sync replicates dataset snapshots and can be configured to send only the incremental
changes. A key advantage is that it also replicates the dataset properties (metadata).

To setup an auto-sync service in NMV, select 'Auto Services' under the Data Management tab
and then select Create under the 'Auto-Sync Services' heading.

The auto-sync service includes a de-duplication capability for the data transfer. Both the
sending and receiving systems need to support de-duplication. By using de-duplication you
may be able to reduce the amount of data sent across the network. As blocks are sent, if they
are a duplicate then only a reference is sent instead of the full data block. This can be
especially beneficial over slow or expensive network links. De-duplication is managed

separately for each auto-sync replication stream.

14.2 Auto-Tier

SGI NAS auto-tier (tiering) service regularly and incrementally replicates a given source
directory (and all nested sub-directories except those that are excluded) to another storage

pool, whether local or remote. By using snapshots on the destination, this tiered copy may
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have arbitrarily different retention and expiration policies and can be administered separately

from the source file system. To setup an auto-tier service in NMV, select Auto Services under

Data Management tab and then select Create under the 'Auto-Tier Services' heading.

The same operation is available in NMC:

I nmc:/$ setup auto-tier create

14.2.1 The table of auto-tier properties

Name

Optional parameter. User-friendly service name.

Direction

There are three possible directions of replication flow:
Local-to-Local (L2L), Local-to-Remote (L2R), Remote-to-
Local(R2L).

Note, that in order to create L2R or R2L auto-tier service
two hosts need to be SSH-bound to each other
beforehand. Read about establishing ssh-bind in

SGI NAS User Guide

Destination Folder

Depending on replication direction local or remote folder.

Replicate content’

Replicate content of the folder, but not the folder itself.
This parameter means replicate only source folder's

subfolders.

Periodic interval

Consists of two parameters: Period and Frequency.
Frequency values depend on period. For example:
Period: hourly, frequency: 4 means run service every 4
hours. Period: daily, Frequency: 05, means every 5" day,

etc.

Transport protocol

There four possible options: RSYNC, RCYNC+ssh,
RSYNC+tcp, RSYNC+nfs. Read more in Section 14.2.1.

Auto-tier transport protocols

'Replcate content' property of auto-tier is the same as of auto-sync.
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Remote source host

IP address or hostname of ssh-bound destination

appliance.

Remote source folder

Destination folder, e.g.: vol1/fol1

Keep days Number of days to keep snapshots on local appliance.

Trace level The level of debug information to be shown in auto-tier
log file.

Rate limit Network traffic limitation. Kb/s

RSYNC FanOut/depth

This parameter determines the depth of the auto-sync

recursion.

Tiering Snapshot

This parameter lets to start replication from any specified

snapshot.

Exclude folders

This option let you expel folders from replication stream.
For example, we have vol1/fol1 which contains
subfolders 'a', 'b', and 'c'. To exclude 'a' and 'c' from the

replication stream, type in specified field:

Exclude folders

(with quotes!), which will exclude 'a' and 'c' folders from

the replication stream.

RSYNC Options

Extra RSYNC options. List of RSYNC arguments which
are used to start RSYNC process. Type 'man rsync' in

NMC to get more information (for advanced usage only).

Service retry

This option enables retry the attempt to connect to
remote host in case of lost connectivity prior to expiration

of the next scheduled interval

Copy ACLs

In some cases auto-tier can copy folder's ACL. This
option works only when RSYNC or RSYNC+ssh protocol
is used. In case of L2R or R2L replication both hosts
must be SGI NAS systems.

Symlink as destination

Enable if you really want to use symlink as destination
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folder. In this case all files in the directory the symlink

points to will be overwritten!

If replicated folder has ACL settings for a custom user (not 'root' or 'admin’), this user must exist on

both appliances, otherwise the ACLs won't be copied.

14.2.2 Auto-tier protocols
Auto-tier uses the following protocols for replication.

+ RSYNC
RSYNC is used for local-to-local replication. In that case RSYNC simply synchronizes the files
from local directory to another.

* RSYNC+ssh
Used for local-to-remote and remote-to-local replication. During the synchronization local host
connects to remote via ssh and starts RSYNC on the remote host. Then local and remote
RSYNCs synchronize the directories.

* RSYNC+tcp
Used for local-to-remote and remote-to-local replication. Connection is established with remote
RSYNC server. Replication performs via RSYNC-shared folders.

*+ RSYNC+nfs
Used for local-to-remote and remote-to-local replication. During the synchronization remote
nfs-share is mounted on the local appliance. Read more about replication via 'rsync+nfs' in

next section.

14.2.3 Setting up auto-tier with 'rsync+nfs' transport protocol.
Follow the steps below to set up auto-tier using 'rsync+nfs":

1.Create NFS share on SGI NAS system, where NFS server is set up.
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Root [@132.165.1.95 |
Only root users from the hosts specified inthis list have roct access. For this option to work, applisnce domain name MUST match client's domain name. By default, no host has root
AcCEss, 0 root users are mapped to an anonymous wser 'nfs:nobody’. The list cortaing zero of more colon-delimited netaroups, hosts andior networks/subnets, for instance: netgroup-
engineering:10.16.16.92 @nss1 local.net @192.165.0.1 @192.1658.1 .0/24. Multiple, individusl IP addresses would be specified, for example, as @172.16.132.200@172.16.134.20.

2.Go to Data Management — Shares — 'NFS' — Edit. In 'Root' field write the IP address of

SGI NAS system which will be used as NFS client to connect to current appliance.

3. Create auto-tier service on SGI NAS NFS client. Indicate the share created in entry 2 as

destination folder.
4. Click on created auto-tier service and push 'Run now' button.
There is also an alternative way to set auto-tier service with 'rsync+nfs' transport protocol:

1. Go to Data Management — Auto-Services — 'Auto-Tier Services' — Edit, click on

'More Options'

2. Remove last'0' in 'RSYNC Options' field (marked with red square on the picture

below):

RSYNC Options  [ib/nzeyrsync_excl it —inplace —ignore-errors -HiptdoD)|
Extra REYMNC options for rsync® i protocal.
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15 Synchronous Replication (Auto-CDP)

SGI NAS provides synchronous replication through an option plug-in module called Auto-

CDP (Automatic Continuous Data Protection). Remote mirroring is provided at the block level

between two SGI NAS systems.

The following table provides a feature summary:

Feature Comment

Link neutral Can use any network adapter that supports the TCP/IP protocol
Reverse The direction of replication can be reversed at any time. The operation is
replication also known as reverse update. The typical scenario includes:

1) failure of a primary volume
2) importing and continued usage of the secondary volume

3) reverse synchronization secondary => primary

Active logging

Continue logging operations whenever the Remote Mirror software is

disabled or interrupted.

Multihop sets

Replicate data from one primary volume to a secondary volume; the
secondary volume then replicates the data again to another secondary

volume, and so on, in daisy-chain fashion.

Mutual backup

Concurrently transmit data copies to and receive data copies from a remote

volume. Also known as a bilateral relationship.

Optimized

resynchronizati

Resynchronize volumes following disk, link, system, and storage platform

outages; you only replicate those blocks that were modified since the last

on synchronization

RAID support |Use RAID volumes as part of your Remote Mirror software strategy.
Volumes can be any RAID level.

Well known Port 121 is the default TCP/IP port used by the Remote Mirror software. The

port and firewall must be opened to allow RPC traffic to/from this well-known port

firewall address.
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15.1 Installation

Before installing the Auto-CDP plug-in, please make sure that the data volume that you intend

to replicate exists. Also make sure that both appliances are SSH-bound (See '15.12.How to

establish SSH-binding?') and networking connectivity is properly setup.

Even if your data volume is unused, the initial syncing will take a significant
amount of time because of the block-level sector-by-sector transfer of all of its
(unused) blocks over the IP network.

To verify that Auto-CDP plug-in is available for installation, run the following command:

I nmc:/$ show plug-in remotely-available

To install Auto-CDP plug-in, please run the following command:

I nmc:/$ setup plug-in install autocdp

Note that plug-ins can also be installed using the SGI NAS Web GUI.

The installation will require NMS restart and NMC re-login. After installation, use NMV or NMC
to verify that the plug-in is successfully installed. In NMC, that corresponding operation would
be:

I nmc:/$ show plug-in autocdp

The command will display the plug-in version, as well as other useful information.

15.2 Getting Started

Creating Auto-CDP service instances involves the following steps:

1. Select local (primary) data volume to replicate. The name of the service instance is in

form “:volname”.
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Assuming there is a volume named 'voll’, the corresponding Auto-CDP service
will be named :voll.

Here, and throughout the rest of this document, : volname indicates the name
of the volume to block-mirror using Auto-CDP, and simultaneously, the name of
the corresponding Auto-CDP service.

Note, Auto-CDP service cannot be created for syspool — the appliance's system volume.

1. Select remote appliance. Specifying existing SSH-bound appliance registered on local

appliance-creator;

2. Select disks on the remote appliance to serve as block-level replicas of the disks of the

local (primary) volume.

As always, to carry out the 1-2-3 steps, NMC provides a guided multiple-choice interactive
environment. As always, the same steps can be executed via command line, using the options

specified above.

Once initiated, Auto-CDP will transfer the local (primary) volume's metadata, which will

effectively create a secondary (remote) volume out of the corresponding remote disks.

The appliance's Auto-CDP will keep both data and ZFS metadata on the replicated disks in-

sync, at all times.

Note: Auto-CDP requires using either DNS hostname for the local and remote appliances, or

their 'replacement’ via local host tables. See 'setup appliance hosts -h' for more information.

The following NMC wizard command can be used for service instance creation:

I nmc:/$ create auto-cdp

For details on service creation and all supported command line options, please see the

corresponding man page:

I nmc:/$ create auto-cdp -h

To modify/show parameters of newly created Auto-CDP service use the following commands:
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I nmc:/$ setup auto-cdp <volname>

where “:volname” is a service instance, and simultaneously, the name of the volume that is

being block-mirrored via (or by) Auto-CDP.

15.3 The alternative hostname

The alternative local hostname can be specified instead of the one automatically selected by
the Auto-CDP service.

Background:

Auto-CDP identifies the primary <=> secondary nexus by the specified IP addresses and their
corresponding fully qualified hosthames. In a simple case there is a single networking interface
and appliance's fully qualified domain name (FQDN). If the appliance has multiple IP
interfaces, an attempt is made to find the matching primary IP to be used for the specified
secondary IP address. The logic to find the best matching pair of interfaces for the CDP data

transfers is built-in.

To override the default logic and specify an alternative hostname, use the -H option as shown

below during service creation command:

I nmc:/$ create auto-cdp -H althost

where “althost” is the alternative hostname to be used for the Auto-CDP service instance

created.

15.4 Enabling Auto-CDP service instance

After Auto-CDP service instance was successfully created the wizard will ask permission on
service enable. Service can be enabled/disabled at any given time using the following

command:

I nmc:/$ setup auto-cdp :volname enable
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This enables the remote mirror replication for the primary volume and also uses the remote
mirror scoreboard logs to start the resynchronization process so that the corresponding

secondary data volume becomes a full replica of the primary volume.

Sizes of the remote (secondary) disks (a. k. a. LUNs) must be equal or greater than the

corresponding primary disks that are being replicated.

Once enabled, SGI NAS Auto-CDP service instance will update a remotely mirrored data

volume. Only the blocks logged as changed in the remote mirror scoreboards are updated.

Use '-f' (force) option when the primary and the secondary volumes/luns might be different and

no logging information exists to incrementally resynchronize the volumes/luns.
Reverse synchronization and DR (disaster recovery)

At some point in time the secondary setup will be used as a disaster recovery (DR) site. There

are two scenarios which needs to be considered while failing over to secondary setup:

1. Primary site is still active and you just want to manually switch to the secondary for
primary maintenance operations. The assumption is that Auto-CDP service instance was in

replication mode. In this case, the following command needs to be executed on primary:

I nmc:/$ setup volume volname export

The command above will gracefully disable instance “:volname” after export completes. After

command is complete, the following command needs to be executed on secondary:

I nmc:/$ setup volume import volname

The “:volname” instance will stay in logging mode and once primary site is up the
export/import operations can be repeated. After import command is complete on primary,
execute the following command to enable reverse synchronization back from secondary to

primary:

I nmc:/$ setup auto-cdp :volname enable -r

The '-r' option (reverse) used to reverse the direction of synchronization: that is, synchronize
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from the secondary volume to the primary. With the '-r' option the primary volume becomes a

passive destination while the secondary volume is considered active source (of the changes).

2. Primary site is down and you need to forcefully switch to secondary. The graceful Auto-
CDP service instance disable is not possible in this case and loss of data may occur. However,
the filesystem on a secondary setup is going to be always in consistent state due to
transactional nature of ZFS and synchronous mode of SNDR operation. On the secondary

setup, execute the following command to forcefully import data volume:

I nmc:/$ setup volume import volname -f

The '-f' option will disregard host checking and forcefully import data volume on a secondary

setup. The rest of operations could be done similar to (1).

The reverse operation '-r' then resumes Remote Mirror replication of new updates from the
primary volume to the secondary volume automatically so that the volume sets remain
synchronized. We recommend to quiesce the workload to the volume sets during the
restore/refresh operation. This action ensures that the primary and secondary volumes match

before replication of new updates resumes.

15.5 Volume operations and Auto-CDP

Auto-CDP service tightly integrated with main NMC/NMS management commands which

simplifies service maintenance. The following data volume operations supported:

1. Volume grow. Add new LUN or group of LUNSs to an existing data volume will

interactively invoke Auto-CDP NMC wizard for disk pair setup;

2. LUN removal or replacement will ensure that appropriate Auto-CDP NMC wizard is
invoked

3. Volume export will ensure that corresponding Auto-CDP instance is disabled if desired;
4. Volume import will ensure that corresponding Auto-CDP instance is enabled if desired;
5. Volume destroy will ensure that corresponding Auto-CDP instance is removed;

6. Simple-Failover service ensures that Auto-CDP configuration is securely transferred to
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all machines with-in the simple-failover group and automatically activates Auto-CDP service on

failover machine.

15.6 Service monitoring

There are number of ways to monitor Auto-CDP service health and statuses:

1. Automatic SGI NAS trigger 'autocdp-check'. As any other SGI NAS trigger it will
send notification events (e-mails) if some of services instances suddenly enters logging mode

or when initial syncing enters into normal replication mode;

2. AVS level monitoring of service status and 1/O progress. The following command can be

used:

nmc:/$ show auto-cdp :volname iostat

name t s pct role rkps rtps wkps wtps
v/rdsk/c2t0d40s0 P L 0.05 net 8 3 0 0
v/rdsk/c2t1d0s0 P L 0.40 net 0 0 345 0

The output includes the following information:

t Volume type
s Volume status
pct Percentage of volume requiring sync
role Role of the item being reported
rtps Number of reads
wtps Number of writes
rkps Kilobytes read
wkps Kilobytes written
3. Service-generated socket-level network traffic. The following command can be used:

I nmc:/$ show auto-cdp :volname stats

4. Service logs can be viewed by executing the following command:

I nmc:/$ show auto-cdp :volname log

5. To monitor logging activity interactively, execute the following command:
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I nmc:/$ show auto-cdp :volname logtail -f

15.7 Auto-CDP configuration properties

Auto-CDP service provides the following configurable properties:

1. cdproot - AutoCDP internal database root folder. Location where NMS and Auto-CDP
service will store its internal data (AVS bitmaps devices). Default is “syspool/.cdp”. This option
allows user to create dedicated volume to store zvol-emulated bitmap devices and isolate

system volume;

2. cdp_scoreboard_log_size - specifies Auto-CDP scoreboard log size. Default is '"1G'

(one gigabyte). The AVS bitmap devices. Zvol-emulated and thin-provisioned.

15.8 Service States

The following are the states that can be set to the operational service instance:

. volume failed (VF) - an I/O operation to the local data volume has failed ;
. bitmap failed (BF) - an I/O operation to the local bitmap volume has failed ;
. need sync (SN) - a sync to this volume has been interrupted. It needs to be

completed. The direction of the data flow must not be changed until one or the other is done;

. need reverse sync (RN) - a reverse sync to this volume has been interrupted. It needs
to be completed (or restored via Point-in-Time Copy). The direction of the data flow must not

be changed until one or the other is done;

. logging (L) - incoming writes are logged in the bitmap devices only. Data is not
replicated to the remote site. need sync and need reverse sync are all sub-states of logging

such that writes are logged in the bitmap, but not replicated;
. reverse syncing (RS) - a secondary to primary copy is in progress;

. syncing — a primary to secondary copy is in progress.
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15.9 Troubleshooting

To troubleshoot, execute either one of the following commands:

1. To re-enable the entire service corresponding to instance “:volname”:

I nmc:/$ setup auto-cdp :volname enable

2. To re-enable the entire service and fully resynchronize the associated primary volume

'volname' to secondary volume. Beware, this operation may take a long time to complete:

I nmc:/$ setup auto-cdp :volname enable -f

3. To re-enable specific <LUN> pair for service instance “:volname”:

I nmc:/$ setup auto-cdp :volname lun <LUN> enable
4. To re-enable and fully resynchronize the specific <LUN> pair for service instance
“:volname”:

I nmc$ setup auto-cdp :volname lun <LUN> enable -f

5. To reset all Auto-CDP services and re-initialize AVS databases on both sides active and

passive:

I nmc$ setup auto-cdp reset

@ WARNING! This operation will reset Auto-CDP service to its initial (post-creation) state.

6. As a troubleshooting example, to replace failed drive just run standard volume
command:

I nmc:/$ setup volume volname replace-lun
The major difference between all of the commands listed above is: granularity.

The first two commands (1,2) execute on a level of the entire service instance, with the
corresponding action applied to all associated disk pairs. Use command (1) if you want to

move service from “logging” mode back to “replication”.
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The second pair (3,4) of troubleshooting actions is LUN specific. These two commands (3,4)
are especially useful when a single or a few specific pairs of syncing LUNs appear to be stuck
in a so called 'logging' mode and will not change states. Another relevant scenario is related to
importing of the secondary volume. If the newly imported mirrored volume shows faulted

drive(s), use the LUN specific re-synchronization to troubleshoot.

The reset command (5) is plug-in/service wide and will affect all instance on both active and

passive sides.

The disk replacement, as well as all other disk management operations, tightly integrated with
the service and the right action will be taken if corresponding Auto-CDP instance is present.
Simply execute normal volume management operation and do not worry about the complexity

associated with AVS disk set management.

15.10 Creating Auto-CDP - example

In the following example appliance 'testbox1' is a primary, 'testbox2' is a secondary. This

example includes all NMC prompts — it is a complete demonstration of auto-cdp creation:

nmc@testboxl:/$ create auto-cdp

Remote appliance : 192.168.37.128

Remote for c2tld0 : c2tl1ld0

Remote for c2t0d0 : c2t0d0

Creating new Auto CDP service 'auto-cdp:voll', please wait...
Successfully created service 'auto-cdp:voll'

Enable it now? Yes

Enabling service, please wait...

PROPERTY VALUE
name :voll
max_gq_fbas 16384
autosync off
max_g writes 4096
async_threads 2

state syncing
to_host testbox2
from host testboxl
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type

TESTBOX1
c2t1d0 =>
c2t0d0 =>

The local host is 'active' auto-cdp node.

Once the initial synchronization between a pair of active (primary) and passive (secondary)

active

TESTBOX2

c2t1d0

c2t0d0

volumes commences, you can monitor it by the following NMC commands:

I nmc:/$ show auto-cdp <name> stats

or

I nmc:/$show auto-cdp <name> iostat

In fact, these two commands are always useful, in terms of monitoring the data replication

traffic, whether it is auto-cdp, auto-sync or auto-tier service. However, auto-cdp traffic

monitoring is particularly useful at the time of the initial block-level syncing.

It is recommended not to use the primary (active) volume during the very first (the initial)
CDP synchronization. Any updates on the primary during this period of time may consider-
ably delay the initial synchronization. Note also that during this phase a major part of the

available I/O bandwidth is used by the auto-cdp service, which is yet another reason to let
it run through as soon as possible.

See 'show auto-cdp <name> stats' for more information.

Following is an example of the output:

nmc@testboxl:/$ show auto-cdp :voll stats -i 1

TCP

192.
192.
192.
192.
192.
192.
192.

Once the traffic stops, you'll be able to see the block-level replicated volume on the remote

side:

CONNECTIONS
168.37.128.

128.
128.
128.
128.
128.
128.

168.37.
168.37.
168.37.
168.37.
168.37.
168.37.

1022-192.
1022-192.
1022-192.
1022-192.
1022-192.
1022-192.
1022-192.

168.
168.
168.
168.
168.
168.
168.

37.
37.
37.
37.
37.
37.
37.

134.
134.
134.
134.
134.
134.
134.

121
121
121
121
121
121
121

SNEXT
1313611534

1314180374
1314838374
1316976874
1321352574
1327471974
1328722174

RNEXT
3140553278

3140554114
3140554994
3140557854
3140563706
3140571890
3140573562

TRANSFER
1.60 MB

569.68 KB
658.88 KB
2.14 MB
1.25 MB
955.38 KB
1.25 MB...
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nmc@testbox2:/$ show auto-cdp :voll -v

PROPERTY
name

max_q_ fbas
autosync
max_q writes
async_threads
state

to_host

from host

type

TESTBOX1
c2t1d0 =>
c2t0d0 =>

VALUE
:voll
16384
off

4096

2
logging
testbox2
testboxl

passive

TESTBOX2
c2t1d0
c2t0d0

The local host is 'passive' auto-cdp node.

15.11 Reverse mirroring — example

In the following 6-steps example appliance 'testbox1' is again a primary, and 'testbox2' is a

secondary. The reverse mirroring starts from exporting a volume from the primary appliance

(Step #1)...

@ One critically important guideline in re CDP:

It is recommended NOT to have the primary and secondary volume imported simultan-
eously. In fact, SGI NAS software will prevent this from happening.

Also note: the remotely mirrored volume may be imported only at one side, primary or

secondary, at any given moment.

In short, several preparation steps need to be performed before actually enabling reverse

mirroring from 'testbox2' t0 'testbox1' (Step #5 below):

Step #1. testboxl (primary): first, export voll

nmcQRtestboxl:/$ setup volume voll export

Export volume 'voll'

and destroy all associated shares ?

Step #2. testbox2 (secondary): import voll

128



SGI NAS User Guide

nmc@Rtestbox2:/$ setup volume import voll
volume: voll

state: ONLINE

scrub: none requested

config:
NAME STATE READ WRITE CKSUM
voll ONLINE 0 0 0
mirror ONLINE 0 0 0
c2t0d0 ONLINE 0 0 0
c2t1ld0 ONLINE 0 0 0
Step #3. ...using secondary volume until (and if) the problem with primary is
resolved. ..

Step #4. testbox2 (secondary): export voll
nmcQRtestbox2:/$ setup volume voll export

Export volume 'voll' and destroy all associated shares ? Yes

Step #5. testboxl (primary): reverse syncing

nmcQRtestboxl:/$ setup auto-cdp :voll enable -r

Enable reverse synchronization for auto CDP service 'voll'? Yes
Enabling service, please wait...

Auto CDP service ':voll' enabled.

Step #6. testboxl (primary): import voll

nmc@testboxl:/$ setup volume import voll

volume: voll

state: ONLINE

15.12 How to establish SSH-binding

Tiering over SSH, syncing over SSH, and managing remote appliance over SSH — these are

the features in use by the appliance that rely on pre-existing trusts being established between

multiple devices, whether source or destination data volumes, or other appliances. SSH

binding allows for remote management as well as strong cryptographic verification of multi-

host trusts, forming a network of ssh-bound hosts.
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The following commands manage hosts binding and unbinding:

I nmc:/$ setup network ssh-bind
and
I nmc:/$ setup network ssh-unbind

To view currently bound hosts, run:

I nmc:/$ show network ssh-bindings

To see more detailed description including all ssh-bound appliances hostnames, run this

command in verbose mode:

I nmc:/$ show network ssh-bindings -v

A simple example to bind to server2 is:

I nmc:/$ setup network ssh-bind server2

resulting in a prompt for server’s root password. You'll be prompted in a similar way to unbind a

host. If the host is no longer up, unbind can be forced with '-f' flag:
I nmc:/$ setup network ssh-unbind server2 -f

For more information, run

I nmc:/$ setup network ssh-bind -h

NMYV provides the same functionality. Go to Settings — Network and click on SSH-bind in the

left 'Network' pane:
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About

Support | Add Capacity | Register | Help

@ Status @ Settings q @ Data Management @@ Analytics

Appliance s Network

¢ Misc. Services

e Disks

& Users

3 Preferences

Welcome Administrtor | Logouwt

Console [Z| Viewlog 5 Jobs

Summary
Summary Network Settings

Create
Create Network Interface

Gateway
Setup Default Gateway

Name Servers
Setup Name Servers

S5H-Bind
Bind remote hostvia SSH

SSLILDAP-Bind
Bind remote hostvia LDAP & SSL

Configured Network Interfaces -

e1000g0

Configured as
172.16.157.150/255.255.255.0 with miu
1500

Remote server [172.16.157.148
Remote server address in form hostname:port. Default port is 22.

Username |rmt |
Username registered on remote server.

User Password [seesses |
Enter user password.

[ Bind |

Found a bug?

Feature request?

Request Technical Support

Specify remote server IP address, username and password and click 'Bind'. On the next
screen remote host 172.16.157.148 appears in the list of SSH bound hosts:

About

Support | AddCapacity | Register | Help

@ Status @ Settings q @ Data Management S@® Analytics

Welcome Administrtor | Logout

Foundabug?  Feature request?

Request Technical Suppart

Appliance  fa Network 3¢ Misc.Services | Disks [y Users 3 Preferences [ console [] View log .5 Jobs
Summary Network Interfaces:
Summary Network Settings
Create Interface  Type Configuration Primary Actions
Create Network Interface e1000g0  physical  Configured as 172.16.157.150/255.255.255.0 with mtu 1500 @ ]
Gateway ; I
Setup Defaul Gateway e1000g1 physical  Unconfigured
Name Servers SSH Bound Hosts:
Setup Name Servers
SSH-Bind Address Pingable S55H-Accessible Is-Appliance Unbind
Bind remote hostvia SSH ro0l@150.172.16.157.148 Yes Yes Yes ®
SSLILDAP-Bind
Bind remote hostvia LDAP & S5L SSL-LDAP Bound Hosts:

No SSL-LDAP bound hosts found. You can bind a new one here.
e1000g0
Configured as
172.16.157.150/255.255.255.0 with mtu
1500
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15.13 SSH-bind troubleshooting

If binding fails, you may receive one of the following error messages:

& com.sginas.nms.ConnectFailure:unknown host 'host.example.com'

Possible problem:

 Name of the remote server is invalid.

* DNS server is down. To change a DNS server, run the following command:
I nmc:/$ setup network nameservers
To find an equivalence between host name and IP address, run:

I nmc:/$ setup appliance hosts

@ com.sginas.nms.ConnectFailure: host 'host.example.com' is unreachable

Possible problem:

« Remote host is down.

* Firewall on the remote host is blocking all the incoming connections.

com.sginas.nms.ConnectFailure: host 'host.example.com' is alive but drops
incoming TCP connections on port 22

Possible problem:

« Firewall on the remote host or on the gateway is blocking the requests to the specified

port.
« SSH-daemon accepts connection from the other port. In that case, run the following

NMC command to set up specified port:

I nmc:/$ setup network ssh-bind host.example.com:portnumber

com.sginas.nms.ConnectFailure: unable to connect to host 'host.example.com'

port '22': Connection refused

Possible problem:

» Ssh daemon is not running on the remote server.
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« Different port is used for incoming connections. In that case run the following NMC

command to set up needed port:

I nmc:/$ setup network ssh-bind host.example.com:portnumber

com.sginas.nms.OperationFailed: timed out waiting for ssh server on host

'Shost' to respond ssh connection

» To troubleshoot this error, add the following line to /etc/ssh/sshd_config (Warning! Only if

GSSAPI is not used):

GSSAPIAuthentication no

com.sginas.nms.AuthenticationFailed: permission denied while accessing

root@host.example.com:~/.ssh

Possible problem:

* Wrong password was entered.

* Remote host is wrongly configured. Check if root login is permitted in

letc/ssh/sshd_config: 'PermitRootLogin yes'.

* No write permission to .ssh on the remote host or to file .ssh/authorized_keys. To check

it, use the following NMC command:

nmc:/$ option expert mode = 1

nmc:/$ !'ssh [-p 2222] jack@host.example.com 'ls -la ~/.ssh'

total 36

drwx------ 2 root root 4096 Jan 7 01:13 .

drwx------ 37 root root 4096 Mar 31 19:05 ..

—rw--—----- 1 root root 1769 Mar 17 01:04 authorized keys
-rw------—- 1 root root 1675 Nov 5 10:50 id rsa

-rw-r--r-- 1 root root 393 Nov 5 10:50 id rsa.pub
-rw-r--r-- 1 root root 13428 Mar 19 20:29 known_hosts

Note, that all the information mentioned above is relevant for SGI NAS version 3.0.4 and

higher.
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16 Using NDMP with SGI NAS

NDMP, or Network Data Management Protocol, is a networking protocol (and
simultaneously, an open standard — see NDMP the Open Standard web site) for backing up

data in a heterogeneous environment.

The task of NDMP is to back up networks of heterogeneous file servers, including dedicated
NAS systems, under control of any NDMP compliant backup applications. NDMP supports a
three-way copy: that is, copying data between two remote servers directly, without having the

data 'traveling' through controlling backup management system.

SGI NAS provides a fully NDMP-compliant implementation. The supported NDMP versions
include: NDMP v2, v3, and v4.

You can use any NDMP management client software” to make backups from SGI NAS

systems to tape.
The list of such backup management software includes’
 EMC/Legato Networker
* Symantec Veritas NetBackup
* Arkeia Network Backup Suite
* IBM Tivoli Storage Manager

Bakbone NetVault

NDMP transfers all filesystem level information and meta-information, including attributes,
owner, group owner Ids, and ZFS ACLs. NDMP correctly recognizes soft and hard links, which
is why no duplicate information is copied. When initiating backup, NDMP server makes a

temporary snapshot of a given ZFS volume.

* Also sometimes referred to as Data Management Application (DMA)
* Interoperability with 3rd party backup management software is not fully tested. The work is ongoing to test and
certify SGI NAS with all major NDMP based backup solutions.
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16.1 Setting up NDMP server

The only necessary thing to setup NDMP server is to define user and password. It is
recommended that user name is at least 4 characters long. Password must contain at least 8
characters, including uppercase symbols and numbers. Beware: giving user/password

information to third parties provides unrestricted access to all files on all appliance's volumes.

SGI NAS doesn’t provide NDMP management client software. SGI NAS
only provides the support of the NDMP protocol and enables NDMP compliant
software to copy SGI NAS datasets to tape drives or virtual tape devices.

In order to use NDMP protocol and backup your SGI NAS datasets, you need
to establish a third-party NDMP server.

The list of available NDMP compliant applications is available at:
http://www.ndmp.org/products/#backu

If you have enough RAM (3GB or more), it would be practical to move folder for temporary files
to RAM disk, which mounted as /tmp in SGI NAS. Usually NDMP server uses no more than
130 MB for temporary files.

If you have several network cards and want NDMP server to listen just one of them, you

should enter IP address for 'mover-nic' option. Otherwise leave it empty.

To start NDMP server configuration, run:
I nmc:/$ setup network service ndmp-server configure
For example:

nmc:/$ setup network service ndmp-server configure
Enter username : tmpuser

Enter password : tMppassword777
Enter path for temporory files and logs : /var/ndmp

IP address for connections : 192.168.1.177

To return default settings and prohibit access to ndmp-server, run:

I nmc:/$ setup network service ndmp-server unconfigure
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16.2 Three-way copying with ndmpcopy

SGI NAS includes an NDMP management utility that can be used to perform NDMP
transfers between two NDMP capable (and NDMP compliant) servers. The utility is called

'ndmpcopy'.

At runtime 'ndmpcopy' establishes connections to NDMP server processes on the source and
destination machines, performs authentication to the servers, and initiates NDMP backup on

the source machine and NDMP restore on the destination machine.
Prior to starting NDMP transfer with ‘'ndmpcopy', prepare the following:

* Source and destination hosts. This can be appliance's IP addresses or hostnames. For

example: 'hostone’, 'hosttwo'.

» Source and destination folder names. In the example below it is '/opt/a' and '/opt/b’,

respectively.

» Username and password information for both servers. In our example (below):
'tmpuser’, and 'tMppassword777' are the username/password pair defined on both

source and destination appliances.

To start copying, run:

nmc:/$ ndmpcopy hostone:/opt/a hosttwo:/opt/b
-sa tmpuser:tMppassword777
-da tmpuser:tMppassword777

The following shows an actual ndmpcopy execution:

nmc:/$ ndmpcopy -v -v hostone:/opt/a hosttwo:/opt/b
-sa tmpuser:tMppassword777
-da tmpuser:tMppassword777

Creating NDMP connection.

Authorizing connection with TEXT authorization.
user = tmpuser, password = tMppassword777.

Authenticated root with NDMP AUTH TEXT.
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16.3 NDMP log — NDMP device — NDPM session

Creating NDMP connection.
Authorizing connection with TEXT authorization.
user = tmpuser, password = tMppassword777.

Authenticated root with NDMP_AUTH TEXT.

RESTORE: Sending recover request.
RESTORE: Done! returning.
NDMP_NOTIFY DATA READ

RESTORE: after, check notification
DUMP: Done! returning.

NDMP_NOTIFY DATA HALTED

NDMP server uses two log files:

'system-ndmpd:default.log' — NDMP service lifecycle and service level logging

'ndmplog.0' — NDMP traces and details

To check the log files, use:

nmc:/$ show network service ndmp-server log

To list active NDMP sessions:

nmc:/$ show network service ndmp-server sessions

Following is a sample output of this command:

nmc:/$ show network service ndmp-server sessions

Session Id: 18

Protocol version: 4

Authenticated: Yes

EOF: Yes

Client address: 192.168.1.177:34307
scsi.open: No

scsi.adapter: "

scsi.valid target: No
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tape.device: Not open
mover.state: Idle
mover .mode: Read
mover.pause reason: N/A
mover.halt reason: N/A
mover.record size: 64512
mover .record number: 0
mover.pos: 0
mover.win len: -1
mover.win off: 0
data.operation: Backup
data.state: Active
data.halt reason: N/A
data.data type: Local
data.aborted: No
data.read offset: 0
data.read length: 0
data.total size: 79673770
data.bytes processed: 81027072
data.env[0]: UPDATE: "Y"
data.env[1]: HIST: "Y"
data.env[2]: FILESYSTEM: "/opt/a/"

To list local NDMP devices:

I nmc:/$ show network service ndmp-server devices

Use this command (above) for tape libraries or any other NDMP-compliant external devices

attached directly to SGI NAS systems.

16.4 Performance and considerations

Use the following command to monitor NDMP 'live' performance:

I nmc:/$ show network service ndmp-server performance

For instance:
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nmc:/$ show network service ndmp-server performance

[4:35:48, Ssat May 23, 2009]

Session: 17 (Idle) Done: 66.7% of 79673770 bytes (53121024),

Speed: 16.9 MBytes/s

NDMP performance depends heavily on the average file size. Table below summarizes NDMP

throughputs for different file sizes (left column) measured on a Sun Storage 7110 platform:

8KB 4.93 MB/sec
64KB 22.3 MB/sec
128KB 33.8 MB/sec
1MB 55.7 MB/sec
1GB 58.4 MB/sec

NDMP server loads directory structure and file information into appliance's operational memory

during the backup. Typically, approximately 100 MB of memory is needed for every million of

files to backup. If you have a huge amount of files to backup, try to subdivide backup into

smaller portions, for example 10 million files per NDMP session.

NDMP server creates temporary files on disk during backup. It is possible to get better

performance, if you move the folder for temporary files to RAM disk, for more information see

16.1 Setting up NDMP server.

16.5 Known issues

NDMP server requires at least 0,3-1 GB of free RAM for service to operate. Otherwise, it halts

the session and does not write any information to log file.
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17 Operations and Fault Management

17.1 Runners
To see existing runners in NMC use the command:

nmc:/$ show appliance runners

RUNNER STATUS STATE SCHEDULED
memory-check enabled ready every 12 minutes
runners-check enabled ready every 12 hours
cpu-utilization-check enabled ready every 15 minutes
nms-check enabled ready not schedulable
services-check enabled ready every 15 minutes
volume-check enabled ready every 10 minutes
hosts-check enabled running hourly
nms-fmacheck enabled ready not schedulable
network-collector enabled ready hourly
nfs-collector enabled ready hourly
volume-collector enabled ready hourly
volume-reporter enabled ready weekly on Sat 04:00am
services-reporter enabled ready daily at 05:00am
nfs-reporter enabled ready weekly on Sat 03:00am
network-reporter enabled ready weekly on Sat 02:00am
indexer:vtest/a enabled ready daily at 01:00am
indexer:vtest/b enabled ready daily at 01:00am
This shows:

several fault triggers (all with extension “check”), followed by statistic collectors, followed by
storage and network service reporters, followed by two specific indexers with their associated
folders.

In NMV, you can view runners by selecting Runners under the Data Management tab:
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Abowi | Support | Add Capacity | Register | Help Welcome Administiaior | Lagout

(m @ Settings @ Data Management q @ Analytics

(fgDataSets [y Shares 3¢ SCSITarget 43 Auto Services % Runners Console [=|Viewlog :-3Jobs myhost ¥
m Runner Type Status State Scheduled
autosync-check fault trigger enabled ready every 10 minutes
E;L:::: all runners comstar-trigger fault trigger enabled ready not schedulable
Disable config-sd-reporter reporter enabled ready weekly on Sun 02:01am
Disable all runners cpu-utilization-check fault trigger enabled ready every 15 minutes
Clear disk-check fault trigger disabled ready hourly
Clear all faults hosts-check fault trigger enabled running hourly
memory-check fault trigger enabled ready every 12 minutes
network-collector statistics collector enabled ready hourly
autosync-check network-reporter reporter enabled ready weekly on Sat 02:02am
Maonitar that all running auto-syne nfs-collector stafistics collector enabled ready hourly
services transfer data.
nis-reporter reporter enabled ready weekly on Sat 03:00am
comstar-trigger nms-autosmartcheck fault trigger enabled ready every minute
Notify Comstar Failure events. nms-check fault trigger enabled ready not schedulable
cpu-utiization-check nms-fmacheck fault trigger enabled ready notschedulable
Monitar CPU utilization nms-rebootcheck fault trigger enabled ready not schedulable
nms-zfscheck fault trigger enabled ready every 12 minutes
g;:;:lc(?grcgisk Hilires: runners-check fault trigger enabled ready every 12 hours
services-check fault trigger enabled ready every 15 minutes
hosts-check services-reporter reporter enabled ready daily at 05:01am
g;;ﬁ;gi s o e g N ke ses-check fault trigger enabled running hourly
smart-coliector statistics collector enabled ready hourly
memory-check volume-check fault trigger enabled running hourly
Mooy Iee Rmoniinihe sy, volume-collector stafistics collector enabled ready hourly
nms-autosmartcheck volume-reporter reporter enabled ready weekly on Sat 04:03am
Notify of autosmart collector events.

The appliance's framework allows you to add runners. SGI NAS runners have the

advantage of exercising the entire NMS-provided SA-API (Section 2.1. Terminology; see also

21. References), execute periodically, and/or on event, and/or run constantly in the
background.
SGI NAS runners rely on the mailing facility which can be configured in NMC using the

command:

I nmc:/$ setup appliance mailer

All appliance's runners are runtime-configurable. Runners' times-to-run and other properties
can be changed via:
nmc:/$ setup trigger

nmc:/$ setup collector

nmc:/$ setup reporter
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I nmc:/$ setup indexer

Each of the setup commands listed above has its show 'counterpart’, to show the existing
configuration and runtime status:

nmc:/$ show trigger

nmc:/$ show collector

nmc:/$ show reporter

nmc:/$ show indexer

For instance:

I nmc:/$ setup trigger cpu-utilization

This can be used to disable, enable, run, and configure standard fault trigger that monitors
CPU utilization. For instance, press TAB-TAB or Enter, type or select 'property’, and view all
'cpu-utilization' properties available for tuning. You could change the alarm-generating

thresholds (in this case - low and critically low idle CPU), make it run more or less frequent,

etc.

I nmc:/$ show trigger cpu-utilization -v

This will show the trigger's current runtime state, status and existing configuration in detail

(notice the verbose -v option).

17.2 Triggers

Part of the SGI NAS Fault Management facility is realized through Fault Triggers. A fault

trigger, or simply, a trigger, is a special kind of a pluggable runner module (‘help runners') that

performs a certain fault management and monitoring operation(s). Each trigger monitors one,

or a few related conditions.

If any of the monitored conditions are violated, a fault trigger raises an alarm, which manifests

itself in several ways:

* email notification to the administrator, with detailed description of the fault, including:

severity, time, scope, suggested troubleshooting action, and often an excerpt of a

related log with details.
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* red color showing up via one of the NMC 'show' operations detailed below.

show trigger all-faults
show trigger <name>
show appliance runners
show faults all-appliances
* and message posted to appliance's Inbox (see Section “Inbox”).
Notifications of hardware faults are immediate. Unlike many other potentially faulty condi-

tions that are getting periodically 'polled’, any hardware fault itself triggers the appliance's
fault management logic, that in turn includes email notification.

To see all available fault triggers in NMC, use the command show trigger all.

In all cases a trigger that 'carries’ the alarm will be shown in red, assuming NMC colors are
enabled. In addition, the faulted trigger will try to notify system administrator via appliance's
mailing facility. Therefore, as already noted elsewhere, it is important to setup the appliance's

mailer.

Trigger counts the fault conditions every time it runs. Typically, the fault trigger will send email
once the faulty condition is observed a certain configurable number of times. Typically, after
that the trigger itself goes into 'maintenance’ state - it will still run and count the faulty
conditions but it will not send email notification anymore - that is, until system administrator

clears it from its maintenance state:

I nmc:/$ setup trigger <name> clear-faults

Similar to the rest appliance's runners, triggers are flexible, in terms of their runtime behavior
and trigger-specific conditions they monitor. For details on any specific fault trigger, run:

nmc:/$ show trigger <name> -v

where <name> stands for the trigger's name, and -v (verbose) is used to display
details
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The appliance includes one special fault trigger - 'nms-check’. This trigger performs fault

management/monitoring function for the Fault Management facility itself. Nms-check
tracks NMS connectivity failures and internal errors.

I nmc:/$ show trigger nms-check -v

In presence of network failures, this will show all alarms (in detail) that the appliance
failed to report.

@ I nmc:/$ show faults all-appliances

This generates Fault Management summary report that includes all known (explicitly ssh-

bound and dynamically discovered) SGI NAS systems.

Upon generating the summary, use a combination of NMC 'switch' operation ()(Section

“Command Reference - switch”) and 'show faults' - to 'zoom-in' into a particular
(‘faulted") appliance for details.

17.3 Handling an Unrecoverable 1/O Error
Here is an example of an unrecoverable |I/O error and possible resolutions:

FMA EVENT: ======= START =======

FMA EVENT: SOURCE: zfs-diagnosis

FMA EVENT: PROBLEM-IN: zfs://pool=iscsidisk/vdev=56£1d7932d4c039d FMA EVENT:
AFFECTS: zfs://pool=iscsidisk/vdev=56£1d7932d4c039d

FMA EVENT: END

fault trigger 'nms-fmacheck (El)' reached the configured maximum of 1 failure

FAULT: **kkkkkkkhkhkhhkhhkhhkhhhkhhkhhkhhhkhhkhhkhhkhkhkhkhhkhhkhkhkhkhhkhhkhhkkhkhkhhkhkkhkkhkkhkkk
FAULT: Appliance : ups-sginasl (OS v0.99.5b82, NMS v0.99.5)

FAULT: Machine SIG : 1CG5KI

FAULT: Primary MAC : 0:15:17:a:dl:fc

FAULT: Time : Tue Mar 11 14:10:47 2008

FAULT: Trigger : nms-fmacheck

FAULT: Fault Type : ALARM

FAULT: Fault ID : 1

FAULT: Fault Count : 1

FAULT: Severity : CRITICAL

FAULT: Description : FMA Module: zfs-diagnosis, UUID:
FAULT: : 5bbb38fb-£518-4aa2-9018-8c2fe7e70360

FAULT: **kxkkkkkkkkhkkhkhkhkhkhhkhkhhkhhkhhkhhhkhhkhhkhhkhkhhkhhkhhkhhkhkhhkhhkhhkhkhkkhhkhkhkdkkhkkk

Fault class : fault.fs.zfs.vdev.io
Description : The number of I/O errors associated with a ZFS device exceeded

acceptable levels. Refer to http://sun.com/msg/ZFS-8000-FD for more information.

The following is the type of email you might receive if you have FMA checks enabled and your

appliance mailier is properly configured.
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An unrecoverable 1/O error scenario presents only two options:

(1) Manually recover the faulted device. As specified in the fault report, it makes sense to
review the posted URL (http://illumos.org/msg/ZFS-8000-FD) for the latest tips and
guidelines.

In the case of FC/iISCSI/USB attached drives, please verify connectivity to the corresponding
target(s).

Next, ssh into the appliance as root. At this point NMC will automatically determine the
presence of a faulted condition and will prompt you to execute corrective action (you will simply

need to press Enter).

(2) The second option is simple: power cycle the appliance. This may cause an
unrecoverable loss of data: the in-flight data that was not committed to stable storage at
the time of the hardware failure will be lost. However, the existing data on the affected
volume will not be corrupted. After power cycling, the entire faulted volume (that is, the

volume that contains the faulted drive) will be marked 'offline' and inaccessible.

17.4 Handling a System Failure

If the SGI NAS system fails and is restarted, then you will get an email after the restart ,
which includes information about date and time of the reboot. By default, last 20 lines from the
system log file are included in the e-mail. To change this properties, run the following NMC

command:

I nmc:/$ setup trigger nms-rebootcheck
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18 Analytics

18.1 DTrace

DTrace is a comprehensive dynamic tracing framework created by Sun Microsystems to
analyze performance and troubleshoot problems on production systems in real time. For in-
depth guide on DTrace language and details, please visit DTrace at OpenSolaris.org.
DTrace can be used to generate performance profiles and analyze bottlenecks. DTrace can

help to troubleshoot problems by providing detailed views of the system internals.

18.1.1 DTrace command line

As with many other functional components, SGI NAS provides an easy DTrace integration.
DTrace is integrated into the SGI NAS Management Console as one of its top level commands

(Section "Top-Level Commands').

To start using DTrace, type 'dtrace' at NMC prompt and use TAB-TAB to navigate, or simply

press Enter and make a selection. DTrace is functionally sub-divided into sections, as follows:

nmc:/$ dtrace
Option ?
<?> 10 cpu locks misc network report-all

Choose one of the options above, 'q' or Ctrl-C to quit

Memory utilization, physical and virtual memory statistics

In most cases examples are provided; to see an example, select 'example' option. For

instance:

I nmc:/$ dtrace cpu cpuwalk example

To override the default behavior of any given dtrace utility, specify extra options in the

command line, for instance:
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I nmc:/$ dtrace cpu cpuwalk 5

This will run for 5 seconds (as opposed to running until Ctrl-C is pressed by default).
Use TAB-TAB to navigate and make a selection. For details on particular command line

options use help (-h), for instance:

I nmc:/$ dtrace cpu cpuwalk -h

18.2 NMV Analytics

To setup and view a performance chart in NMV, select the Analytics tab and the Profiles
subtab. After selecting some metrics and creating the chart, the chart will appear at the bottom
of the page. You can choose any number of metrics, but make sure that the scale for each
metric is compatible or some series may be difficult to see. If you choose metrics from multiple

statistics (top level tree nodes) you will get multiple charts.
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You can close a chart by clicking the “x” icon in the upper right, or by clicking the “remove”

button for the appropriate entry in the chart list at the top of the screen.

The header panel as well as any chart can be “shuttered” closed by using the triangle-shaped

toggle button next to the x button.

To reorder charts, click in the blue heading (title) area and drag the chart where you wish to

display it. The chart list will update to show the new order.

If the series lines of a chart are difficult to see in the default line chart presentation, you can

click the bar chart icon in the upper left of the toolbar to change the view.

18.3 1/0 Performance

You can check the real-time 1/0 performance of your data volume using NMC or NMV. In NMC,
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the command:

I nmc:/$ show volume <volumename> iostat

will show capacity, number of reads and writes, and read and write bandwidth.

18.4 Performance Benchmarks

The appliance includes a number of facilities to monitor and test its performance. This includes
DTrace (Section 17.1 DTrace). This includes NMV performance charts (Section 17.2.NMV
Analytics). This includes performance benchmarks intended to run stressful I/O and networking
operations and show the corresponding statistics.

Performance benchmark functionality is included in a form of extensions — pluggable modules
(plug-ins). These particular plug-ins are available to all users and can be installed into both
Developer Edition and Commercial Editions.

SGI NAS includes currently two pluggable (micro-) benchmarks described in the

subsequent sections: I/O benchmark and network performance benchmark.

To show all currently installed benchmarks:

nmc:/$ run benchmark

(and press TAB-TAB or Enter)

To list benchmarks (and other plug-ins) available in the remote central software repository:

I nmc:/$ show plug-in remotely-available

18.4.1 1/O performance benchmark

Usage: [-p numprocs] [-b blocksize] [-q] [-s]
-p <numprocs> Number of process to run. Default is 2.
-b <blocksize> Block size to use. Default is 32k
-s No write buffering. fsync() after every write

This benchmark is using well known Bonnie++ tool, it is based on the Bonnie
benchmark written originally by Tim Bray.

Sequential Write (SEQ-WRITE) :

1. Block. The file is created using write(2). The CPU overhead
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should be just the OS file space allocation.
2. Rewrite. Each <blocksize> of the file is read with read(2),
dirtied, and rewritten with write(2), requiring an lseek(2).
Sequential Read (SEQ-READ) :
Block. The file is read using read(2). This should be a very pure
test of sequential input performance.
Random Seeks (RND-SEEKS) :
This test runs SeekProcCount processes (default 3) in parallel,
doing a total of 8000 lseek()s to locations in the file specified
by random(). In each case, the block is read with read(2).
In 10% of cases, it is dirtied and written back with write(2).
Example:
nmc@thost:/$ run volume voll benchmark -p 2 -b 8192
Testing 'vol2'. Optimal mode. Using 1022MB files and 8192 blocks.

SEQ-WRITE CPU S-REWRITE CPU SEQ-READ CPU RND-SEEKS
162MB/s 8% 150MB/s 6% 188MB/s 9% 430/sec
158MB/s 7% 148MB/s 8% 184MB/s 7% 440/sec
160MB/s 8% 149MB/s 7% 186MB/s 8% 435/sec

18.4.2 Network performance benchmark

Quoting Wikipedia lperf article (http://en.wikipedia.org/wiki/lperf):

'Iperf' is a commonly used network testing tool that can create TCP and UDP data

streams and measure the throughput of a network that is carrying them. Iperf is a modern tool

for network performance measurement written in C++.

Iperf allows user to set various parameters that can be used for testing a network, or

alternately for optimizing or tuning a network. Iperf has a client and server functionality, and

can measure the throughput between the two ends, either unidirectonally or bi-directionally. It

is open source software and runs on various platforms including linux, unix and windows. It is

supported by the National Laboratory for Applied Network Research.

I Usage: [-s]
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[-P numthreads] [-i interval] [-1 length] [-w window] [-t time] [hostname]
-s run in server mode
-P numthreads number of parallel client threads to run (default = 3)
-i interval seconds between periodic bandwidth reports (default = 3)
-1 length length of buffer to read or write (default = 128KB)
-w window TCP window size (socket buffer size) (default = 256KB)
-t time total time in seconds to run the bencmark (default = 30)
hostname for the iperf client, you can optionally specify

hostname or IP address of the iperf server
Usage: [-s] [server-options]

[-c] [client-options]

server-options any number of valid iperf server command line option,
as per iperf documentation

client-options any number of valid iperf client command line option,

as per iperf documentation

This plug-in is based on a popular Iperf tool used to measure network performance.
The benchmark is easy to set up. It requires two hosts, one - to run iperf in server
mode, another - to connect to the iperf server and run as a client. Use -s option to
specify server mode.

The easiest way to run this benchmark is to select a host for the server and type
'run benchmark iperf-benchmark -s'. Next, go to the host that will run iperf client
and type 'run benchmark iperf-benchmark'. You will be prompted to specify the
server's hostname or IP address. See more examples below.

To run this benchmark, you can either:
a) use built-in defaults for the most basic parameters, or
b) specify the most basic benchmark parameters, or
c) specify any/all iperf command line option, as per iperf manual page.

To display iperf manual page, run ''!iperf -h'

Examples:

Example 1.
Let's say, there are two appliances: hostA and hostB. On appliance hostA run:
nmc@hostA:/$ run benchmark iperf-benchmark -s

This will execute iperf in a server mode. On appliance hostB the iperf client
connects to hostA and drives the traffic using default parameter settings:

nmc@hostB:/$ run benchmark iperf-benchmark hostA

Example 2.
Same as above, except that now we assign parameters such as:

* number of parallel client threads = 5
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* seconds between periodic bandwidth reports = 10

* length of buffer to read or write = 8KB

* TCP window size = 64KB

nmc@hostA:/$ run benchmark iperf-benchmark -s

nmc@hostB:/$ run benchmark iperf-benchmark hostA -P 5 -i 10 -1 8k -w 64k

Notice that all these parameters are specified on the client side only. There is no
need to restart iperf server in order to change window size, interval between
bandwidth reports, etc.

Example 3.

Same as Example #1, except that iperf server is not specified in the command line.
Instead, NMC will prompt you to select the server interactively from a list of all
ssh-bound appliances:

nmc@hostA:/$ run benchmark iperf-benchmark -s
nmc@hostB:/$ run benchmark iperf-benchmark

Example 4.
***kk**x** Note: advanced usage only ******k*x

You can specify any number of valid iperf server and/or client command line option,
as per iperf documentation. Unlike the most basic command line options listed above,
the rest command line options are not validated and do not have NMC provided
defaults. Unlike the most basic command line options listed above, the rest command
line options are passed to iperf AS IS.
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19 Managing the Users

SGI NAS automatically syncs user ids in the /etc/passwd and /var/smb/smbpasswd files.
Keep this in mind if you change a user ID on the appliance. You won'’t be able to access

existing files owned by this user until you also change the file ownership to the new user id.

To change a user’s user ID:

nmc:/$ setup appliance user jack property uidNumber
User id (uid) : 1001

To change the owner of the folder use the NMC command:

I nmc:/$ setup folder <foldername> ownership

19.1 Adding Local Appliance Users

In NMV, you can add local appliance users by selecting Users under the Settings tab.

Moosl | Suppert | Add Capaity | Resisie | Help Welcome Adrinistrtor
® Status @5 Settings g ® Data Management @@ Analytics
[y Appliance  HaNetwork 3¢ Misc.Services | Disks & Users 3¢ Preferences [W Console [=| Viewlog .k Jobs myhost ¥
Summary
Summary information User Name [you
User name, Maximom lengih & 16 Gharagiers.
New User
Create New Appliance User Password
User password. Maximum length is 40 characters.
EENNED | oo
Password confimaton box
Summary
Summary nformation Display Name [ ]

New Group “The name which will be displayed on the top of the appiication. Maximum length is 255 characters
Create New Appliance User
up

E-Mail Address | ]
Gplional e-mail address for This User

About

Optional additional information for this user

UNIX User o If unchecked, local UNIX user will not be created.
Note: UNIX andlor LDAP users are required for integrated NFS/CIFS ACLS 1o work properly.

UNIX Group [staif
“The defauit group that this username belongs to. Groups provide a mechanism 1o assign permissions to 4 list of users all at once. Default
is “staff”

Home Folder |
Optional. User's home folder pathname in the form of volume/folder. Example: home/joe. If specified, new ZFS folder will be created and
assigned as a home folder for new UNIX user with Read/Write permissions.

NMV GUI PERMISSIONS

Can_view v Can view confidential data

Can_admin_groups ) Can addidelete/edit appliances groups
Can_admin_services | Can addideleteleditperiodic data services
Can_admin runners | Can addidelete/edit runners services
Can_admin_datasets _| Can addideleteleditexportimport datasets
Can_admin_shares | Can sharefunshareiedit folders share resources.
Can_admin_users
Can_admin_disks | Can addideleteleditiSCSUFC resources

| Can addideleteledit users
Can_admin_network | Can add/deleteledit network interiaces and services
Can_admin appliance | Can upgradeirebootedit appliance

Can_admin_prefs | Can edit rver and Web GUI

Can_search fokders _j Can search in folders

Can_use_restapi | Can execute commands through rest api

Create New

Foundabug?  Feafure request?  Request Technical Support
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Corresponding NMC command:

nmc:/$ setup appliance user create

New User : tom
Home folder : voll/a/b
Description

Default group : other
Password ! XXXXXXX
Confirm password ! XXXXXXX

When you create a user, you need to specify user name, group and password. Optionally, you

can indicate a home folder for this user and add a description.

19.2 Local Appliance Groups

You can also create user groups within SGI NAS. This is done in NMV on the Users page

under the Settings tab. You can create a new group by selecting New Group under the
'Groups' heading.

About Suppont Add Caparity Repgjster Help ‘Welcome Administrator Logou

m (-é Settings q @ Data Management @& Analytics

B Appliance  Ba Network  2¢ Misc. Services . Disks  f Users 5 Preferences [ Console |=|Viewlog :fiJobs myhost ¥

Summary
Summary Information Available Users Group Members

New User admin E jon
Create New Appliance User alice

root
Summary
Summary Information

Add ==

New Group
Create New Appliance User
Group

<< Remove

Add or Remove users in the group.

|usergroup1

Group Name Group name. Maximum length is 16 characters.

Create New

Found a bug? Feature request? Request Technical Support

Corresponding NMC command:
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I nmc:/$ setup appliance usergroup create

19.3 LDAP

The Lightweight Directory Access Protocol (LDAP) is a common protocol interface to Network
Directory Services. Widely deployed directory services are Domain Name Service (DNS), NIS
(Network Information Service), etc. They provide the clients with information such as host IP
addresses, usernames, passwords and home directories. LDAP is a widely-deployed, simple
and efficient network protocol for accessing information directories. LDAP typically runs over
TCP; it has the potential to consolidate existing Network Directory Services into a single global

directory.

SGI NAS provides easy to use LDAP integration, specifically for usage in the NFS
environments”®. In addition, LDAP user and group management can be deployed with NFSv4 —
the default NFS version provided by the appliance. In general, LDAP based user and group
management is required to consistently utilize ZFS extended Access Control List (ACLSs)

across heterogeneous file services instead of POSIX permissions and attributes.

It is recommended that you use LDAP for centralized user management. SGI NAS is an

LDAP client in this case. To use SGI NAS with LDAP server, make sure the server is
available. You will need your base DN, with either anonymous or authenticated SASL bindings
(the latter requiring account DN and password), and netgroup, user, and group subtree DNs if
known. Netgroup (a group of hosts) is only necessary if currently supported by the LDAP

server and is of interest.

A The work is underway to support CIFS workgroup mode with LDAP. As of the time of this writing, CIFS

workgroup mode works with local Unix users and groups.
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You define authentication information for communicating with an LDAP server within NMV on
the Settings tab in Misc. Services.

Aboul | Support | Add Capacity | Hegister | Help Welcome Administraior | Logout

(m Qs Settings % @ Data Management €@ Analytics

[ Appliance  Ba Network 3¢ Misc.Services |- Disks  f§j Users 3¢ Preferences Console

View log .-pJobs myhost v

Ldap Client disabled w LDAP CLIENT: CONFIGURE

Add CA certificate
Add CA cerfificate of LDAP config type

corresponding certificate of Defines the type of configuration, which will be used for connection to LDAP server. Current: manual:
LDAP TLS.
Conii Groups Service Descriptor |
onfigure = : s = = e = b - )
Basic LDAP configuration. Egir;h descriptor in format like cn=groups dc=company dc=com. Leaving this field empty disables resolving users groups via

Delete CA certificate

Netgroup Service Descriptor

Delete CA certificate of _ _ _ o . . .
corresponding certificate of Search d_es:npmr in format fike cn=netgroup, dc=company dc=com. Leaving this field empty disables resclving NFS networking
LDAP TLS. groups via LDAP.

CrodentalLovl
E”a‘?'e : g LDAP clients can be assigned three possible credential levels with which to authenticate to a directory server. Current:
Service is currently disabled. anonymous.
Click to enable it.
View Log Base DN | |

View service logs. Default search base DN in format like dc=company, dc=com.

LDAP Servers |
Snmp Agent disabled w Space separated list of LDAP servers (IP addresses or DNS hostnames and alternative ports in form server:port). Note that IPv4

addresses proved to work more refiably in various configurations. Default port is 389.
Configure S
Basic SNMP configuration. Sithesitica ton e thod

Authentication method the client will use. Note that some directory servers may not support all of these authentication methods.
Enabi For simple, be aware that the bind password will be sent in the clear to the LDAP server. Current: none.

nable
Service is currently disabled. Proxy DN [root
Clickto enable it Client proxy DN in format like cn—proxyagent,ou=profile, d ple dc=com. Leaving this field empty disables proxy.
View Log
Proxy Password [ssssess |

View service logs.

Client proxy password. Make sure that Proxy DN is properly specilied.

Ndmp Server disabled w Users Service Descriplor |
Search descriptor in format like cn=users  dc=company dc=com. Leaving this field empty disables resolving users via LDAP.

Configure
Basic NDMP configuration.

Apply | _. Restore defaults

Enable
Service is currently disabled.
Click to enable it.

View Log
View service logs.

Note that in addition to Unix based LDAP, SGI NAS provides Active Directory integration -
an implementation of LDAP directory services by Microsoft for use primarily in Windows

environments.

Finally, SGI NAS LDAP client provides integrated ability to authenticate itself using X.509
certificates. Management console and management Ul both provide the corresponding

interfaces.

158


http://nexenta.com/corp/support/resources/product-documentation/63

SGI NAS User Guide

19.4 ACLs

SGI NAS provides native extended Access Control Lists (ACLs), capable of handling CIFS
ACLs, as well as NFSv4 ACLs, as well as POSIX permissions natively in the same filesystem.
The appliance supports full management of per-user, per-group, per-folder ACLs in its user
interface, while also populating the system with accounts and groups that you may have

already defined in Active Directory or other LDAP-based directory service.

SGI NAS User and Access Control management has the following characteristics:

e Support both local and LDAP (or AD) managed users and groups. In LDAP or Active
Directory configurations, the local users and groups can be used to override centralized
settings. After configuring LDAP client LDAP users automatically appear in Settings —
Users.

* Native extended Access Control Lists (ACLs), that are both CIFS and NFSv4 compliant.

Following are two screenshots that show, first, appliance users (most of which are retrieved
from LDAP in this case), and the management GUI capability to administer access control to a
given folder (and its subfolders — all operations on ACLs are recursive, to reduce the amount of

administration).
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Aboul | Support

Add Capacity | Register | Help

Welcoma Administrior Logout

[Bs Appliance  Ba Network

#¢ Misc. Services

(m <-}§ Settings q @ Data Management €& Analytics

. Disks

& Users

3 Preferences

Console

[Z] View log -z Jobs

Users

I

Summary
Summary Information

New User
Create New Appliance User

Summary
Summary Information

New Group
Create New Appliance User
Group

SUMMARY INFORMATION

E-Mail Address

User Group Display Name
root root Super-User
admin staff Administrator
guest Guest

user2 User2

— T

Found a bug?

Feature request?

me@me.com

Request Technical Support

2012-06-05 03:45:10
2012-06-0503:45:11

Entities
UNDX

NMV, UNEX
NIV
LDAP
LDAP

Delete

®

Results 1 -5 (all)

lijDataSets [ Shares

special set of permissions:

Aboul | Support

m (m @5 Data Management % @ Analytics

¢ SCSiTarget 45 Auto Services

Add Capacity | Register | Help

5 Runners

Console

Welcome Administiator

=|Viewlog .3 Jobs myhost ¥

Logout

Notice, that in the case below a local 'test-user' and LDAP-defined 'rfgroup' are granted with

Show
Summary Information

Create
Creata New Volume

Import
Impart Existing Volume

o rooen oL rouoen

Show
Summary Information

Create
Create New Falder

Search
Search

Read-Only Parameters:
Name Value
name mypoolfolderl
creation Tue Jun 51854 2012
used 88K
available 66.8G
referenced 54K
compressratio 1.00x
mountpoint Nolumes/mypoolifolderl
casesensitivity mixed

mypoalfolderl@archivel

Show
Summary Information

Create
Create New Snapshot

EET— oo

Editfolder quotas

Access Control List: found 2 ACL entry(s)

Entity Allow

user:test-
user

group:rigroup list_directory, read_data, execute

user:smb

(+) Add Permissions for User

{+) Add Permissions for Group

(+) Reset ACL to Defaults
Read-Write

list_directory, read_data, execute

list_directory, read_data, add_file, write_data, add_subdirectory, append_data, read_xatlr, write_xatir, execute,
delete_child, write_attributes, write_acl, write_owner, synchronize

Deny Delete

%
¥
®

SGI NAS CLI management client provides the same capabilities command line. The users

and groups can be retrieved (that is, 'shown'), created and deleted, extended permissions can

be modified and all the rest related management operations can be executed using either NMV

or/fand NMC.

SGI NAS ACLs are native across ZFS, CIFS, and NFSv4, and as such have no conflict in
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how they are operated on. Generally, one accomplishes ACL management via the following
tasks:
* local user or LDAP configuration
» definition of per-user or per-group capabilities per volume or folder
» overall management of ACLs and ACEs system wide, allowing overriding of end user
activity via CIFS/NFS

@ A note on NFSv3 vs. ACL

NFSv3 relies on POSIX permissions, which are a subset of ZFS extended ACLs. Thus, NFSv3 cli-
ents will only check with the POSIX level permissions.

However, even though POSIX permissions may otherwise grant a permission to a user, that will
be nullified if the extended ACL on the server is defined and otherwise denies that access.

19.5 User Quotas

User quotas are defined in SGI NAS on a per-folder basis by setting the userquota folder

property.

Here is an example in NMC of setting a quota for a user named “fred”:

nmc:/$ setup folder mypool/home property
Option ? userquota

User : fred

userquota@fred : 2m

FOLD PROPERTY VALUE SOURCE
mypool/home userquota@fred 2M local

To view the current user quota for “fred” you can do this in NMC:

nmc:/$ show folder mypool/home property userquota@fred
FOLD PROPERTY VALUE SOURCE

mypool/home userquota@Rfred 2M local

19.6 Group Quotas

Group quotas are administered similarly to user quotas. The group should exist prior to

administration.
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nmc:/$ setup group mypool/home property
Option ? groupgouta

Group : staff

groupquota@staff : 100m

FOLD PROPERTY VALUE SOURCE
mypool/home groupquota@staff 100M local

To view the current group quota for group 'staff' in NMC, run:

nmc:/$ show folder mypool/home property groupquota@staff
FOLD PROPERTY VALUE SOURCE

mypool/home groupquota@staff 100M local
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20 Managing NMS Properties

SGI NAS allows you to set up various NMS properties. To see the list of tunable NMS

properties in NMV, go to Setting — Preferences —Server:

B Appliance 3 Network

Asout | Suppon

ity | Regiser | Holp

6 status FOPXTXTRES Data Management §® Analytics

3 Misc. Services [ Disks g Users

3 Preterences

Welcome Adinistator

Viewlog 5 Jobs myhost ¥

Web GUI
Customize Ul Properties

Language
Manea 1l ot s
Localized Package:

Server
Customize NMS Properties

System
Customize System Properties

Network
Customize Network Properties

CUSTOMIZE NMS PROPERTIES

Auto_scrub_takes_lock

Auto_sync_takes_lock

Auto_tier_takes _lock

Autofiush

Automount_timeout

Autoreserve_space

Client_trace_exec_output

Client trace_level

Default_ntp_server

Disable_plugins._install

Disk_write_cache_mode

Gid_range_max

Gid range_min

Import_caches_timeout

Index_lang

Indexroot

Internal_broadcast_discovery

Lunsync_on_start

Object_cache_timeout

Rep_rsync_options

Rep_rsync._version

Rep_ssh_options

Sampledoc_maxsize

‘Saved_configroot

Service_log keep_days

Srvpool_affinity timeout

‘Srvpool_cnt_initial

Stvpool_cnt_max

Srvpool_interface_serialization_timeout

Srvpool_port_range_min

Timesync_on_start

Trace_exec_output

Trace_level

Uid_admin

Uid_nfs

Uid_range_max

Uid_range_min

Uid_smb

Upgrade_menu_keep

Upgrade_proxy

Upgrade rootfs_keep

0 ce
other aulo-services fiom running when scrub s n progres:

lau) - do ot ok

1, 1- dolock to prevent

e e ek L cal O R S L S

auto-services from runring i

aulo-ier service fokder-lacking policy: O (defaul) - do not lock the folder on focal appliance when repitatng, 1- do
ook ‘auto-services ng i i progress.

Fsh log upen every wte.

 Jevel> 10,

Duration hat a e syster remains mounted when not i use (seconds). This apples to NFS and CIFS auto-mounts
ony,

man 00 100 ) e voome
an be delet

feserve space an cvery ol NS il crai idden odrrza eservr o teserve some space

e, that Vo  rinner should be enabled. The reserve
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System evec
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Disable plugins instal.

produce very noisy output
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setings (defau), 1-try

i

Maximum GID which can be used by the applance.
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Note also that knsync can

e

NMG client at any ire.

discovered property by

N The
(n seconds) expires (default's 30 secs)
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Corre

sponding NMC command:

nmc:/$ setup appliance nms property

Option ?

20.1

show <?> auto_scrub takes lock auto_sync_takes lock auto_tier takes_lock
autoflush automount_ timeout autoreserve_space client_trace exec_output
client_trace level default ntp server delorean event level

delorean fault level disable plugins install disk write_cache_mode

gid range max gid range min import caches_ timeout index lang indexroot
internal broadcast_discovery lunsync on_ start net_tcp naglim def
net_tcp_recv_hiwat net tcp xmit hiwat object_cache_timeout
rep_rsync_options rep rsync version rep ssh options sampledoc_maxsize
saved configroot service_ log keep days srvpool affinity timeout

srvpool cnt_initial srvpool cnt_max

srvpool interface_serialization_timeout srvpool port range min

sys_log debug sys_snoop_interval sys snooping sys_zfs arc max

sys_zfs nocacheflush sys zfs resilver delay sys zfs resilver min time
sys_zfs_vdev_max pending timesync on_start trace_exec output trace level
uid admin wuid nfs uid range max uid range min uid smb upgrade menu keep

upgrade proxy upgrade rootfs keep volroot

Multi-nms

Multi-nms was introduced with SGI NAS. It lets you create few NMS instances which

facilitates work for multiple NMS clients. Depending on how much processing is involved with a

single request, how many requests a server will have to handle, single or multi NMS mode can

be used.

Multi-NMS is enabled by default and starts two additional NMS instances. To see the current
state of NMS, run:

nmc:/$ show appliance nms pool

ID STATE PORT PID cnt min (ms) max (ms) %idle
0 active 2001 27691 84186 0.08 160587079.63 79
1 running 2011 27821 2583 0.56 31491.56 99
2 idle 2012 28002 2671 0.87 43409.44 99
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Term Definition

ID Identification number of NMS instance. NMS 0 — main SGI NAS
Management Server which is always enabled. ID 1, 2 (and all the
following) are additional management servers or pooled NMS.
The number of additional NMS instances is defined by
'srvpool_cnt_initial' property, that can be setup by running:

I nmc: /S setup appliance nms property srvpool cnt initial

State State of the NMS instance.

Port Port on which DBUS of the corresponding NMS works.

PID Process identification numbder

cnt Number of the API requests

min, max Minimum/maximum time of the operation execution (ms)

% idle percent of time, when NMS instance is in 'idle' state.

One of the important property of multi-nms is 'srvpool_cnt_max'. It determines the maximum

number of additional management servers. To specify this property, run:

I nmc: /S setup appliance nms property srvpool cnt max

To enable multi-nms, run:

I nmc:/$ show appliance nms pool enable

To disable multi-nms, run:

I nmc:/$ show appliance nms pool disable

To disable pooled NMS and then start them again, run:

I nmc:/$ setup appliance nms pool restart

Restart synchronizes all NMS instances.
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20.2 Concept Diagram
Observe the following diagrams to get the idea of single and multi-nms concepts:

Example 1. Single NMS

Timeout: 5 minutes

O’.. <« NMSO

1) NMC sends a request to NMS 0

2) In parallel 2 NMV requests arise.

In case of single NMS these two NMV requests will form a queue and wait
response from NMS until timeout ends and drops the process.

Example 2. Multi-NMS

NMSO |« — — — — NMC ||, case of multi-

nms, multiple
requests connect to
first available
server instance,
which proceed
them parallely.

00

O:B. <«— NMs1

KERNEL

NMS 2

20.3 Known issues

Q. After creating a new volume, | tried to view it with 'show volume' command, but it doesn't

appear in the list of existing volume.

A. If multi-NMS is enabled, try to restart NMS to synchronize all NMS instances, by running

the following NMC command:
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I nmc:/$ setup appliance nms restart
Same solution apply to the same error happen to any ZFS dataset.

Q. 1) After adding a new disk to the system, | tried to view it with 'show lun' command, but it

doesn't appear in the list of existing LUNSs.

A. If multi-NMS is enabled, try to restart NMS to synchronize all NMS instances, by running the

following NMC command:

I nmc:/$ setup appliance nms restart

In all cases, submit a support request, by running:
I nmc:/$ support

Currently, multi-NMS mode doesn't work with HA Cluster and NS Cluster plugins. Multi-NMS mode
automatically switches after cluster initialization.

This limitation is planned to be removed in future releases.
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21 Managing the Network

21.1 Changing Network Interface Settings

For example to use jumbo frames you can adjust the Maximum Transmission Unit.

Settings can also be changed in NMC using the command:

I nmc:/$ setup network interface

21.2 Link Aggregation

The appliance fully supports 802.3ad link aggregation, often referred to by its IEEE working
group name of 'lEEE 802.3ad'. Other terms for link aggregation include 'Ethernet trunk’, 'NIC
teaming', 'port channel', 'port teaming', 'port trunking', 'link bundling', 'EtherChannel’, 'Multi-Link
Trunking (MLT)'", 'NIC bonding', 'Network Fault Tolerance (NFT)".

Link aggregation is used to combine multiple physical Ethernet links into one logical link to

increase bandwidth and to protect against failures.

To create Link Aggregation in NMV go to Settings — Network — Create:

About | Support | Add Capacity | Hegister | Help Walcome Administrator | Logout
(m @ Settings q @ Data Management @@ Analytics
[ Appliance  Bfa Metwork 2 Misc. Services | Disks g Users 3¢ Preferences Console [=|Viewlog % Jobs
Summary
Summary Network Settings Interface Type | aggregated v
Tl Type of new interface: single or aggregated.
Create Network Interface All Available Devices [S1000g1
Gateway €1000g2

Setup Default Gateway

-

Available capable interfaces, Select just one for single type or two or more for aggregation. To select/deselect multiple items use
CTRL key.

Configuration Method

Network Interface configuration method: static or dynamic (via DHCP).

Name Servers
Setup Name Servers

SSH-Bind
Bind remote host via S5H

SSLILDAP-Bind
Bind remote hostvia LDAP & S5L IP Address [17.16.3.101
Statically assigned |Pvd address in a dot-decimal notation (#.4.4.4)

Configured Network Interfaces - Subnet Mask [255.255. 0.0
Statically assigned subnet mask in a dot-decimal notation (#4.#.#)
e1000g0

Configured as 172.16.3.100/255.255.0.0
with mtu 1500

~ Add Interface

Found abug?  Feature request? Request Technical Support
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Corresponding NMC command:

I nmc:/$ create network aggregation

You can show existing link aggregates by running:

nmc:/$ show network aggregation

LINK PORT SPEED DUPLEX STATE ADDRESS PORTSTATE

netl == 1000Mb full up 0:c:29:12:d42:93 ==
el1000g1 1000Mb full up 0:c:29:12:d2:93 attached
el000g2 1000Mb full up 0:c:29:12:d2:9d attached

In this example, interface net1 is the aggregation of two physical network interfaces €1000g1
and e1000g2. The physical interfaces are then no longer visible for network administration and

monitoring, unless you first destroy the aggregation using the NMC command:

I nmc:/$ destroy network aggregation

Aggregation requires the switch to support Link Aggregation Control Protocol (LACP), which is
a method to control the bundling of several physical ports together to form a single logical
channel. LACP allows a network device to negotiate an automatic bundling of links by sending

LACP packets to the peer (a directly connected device that also implements LACP).

Supported LACP modes:

Off mode The default mode for SGI NAS aggregations. LACP packets are not generated

Active mode The system generates LACP packets at regular intervals

Passive mode The system generates LACP packets only when it receives an LACP packet from the
switch. When both the aggregation and the switch are configured in passive mode,
they cannot exchange LACP packets

21.3 VLAN

A virtual LAN, commonly known as a VLAN, is a group of hosts with a common set of
requirements that communicate as if they were attached to the broadcast domain, regardless
of their physical location. VLANs are created to provide the segmentation services traditionally
provided by routers in LAN configurations. VLANs address issues such as scalability, security,

and network management. The standard protocol used to configure virtual LANs is IEEE
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802.1Q.

SGI NAS provides a fully compliant IEEE 802.1Q VLAN implementation.

To configure a virtual LAN from NMC, use the command setup network interface, as

shown in this example:

nmc:/$ setup network interface el000gl vlan

VLAN Id :

The ID associated with the VLAN. Press Ctrl-C to exit.

In this example a Virtual LAN is created with Ethernet frames carrying extra 4 bytes of VLAN
header, as per 802.1Q specification. The VLAN header in turn will have the (12 bit) VLAN Id
that was provided in the NMC dialog (above).

General information on VLAN and the 802.1Q standard is available on the web, for in-
stance:

IEEE's 802.1Q standard 1998 version (2003 version)(2005 version)
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Once created, a VLAN can be modified via DHCP or statically, exactly in the same way you

would configure an existing physical networking interface or aggregated link. For instance:

I nmc:/$ setup network interface vlan e1000g3001 static

The same ability to show and administer VLANSs is available in the Web GUI.

m @ Settings q @ Data M.

r | Help Login

anagement Q& Analytics

Bsappliance  EsNetwork 3¢ Misc.Services  _Disks &gUsers 3¢ Preferences [ console [=]View log 2Jobs
Summany Network Interfaces:

Summary MNetwork Settings

Create Interface Type Configuration Primary Actions

Create Netwark Interface e1000g0  physical  Configured as 150.166.43.141/255.255.255.0 with mtu 1500 ®
Gateway el1000g1 physical Unconfigured
Setup Default Gateway

Name Servers S5H Bound Hosts:
Setup Name Servers

Add P Alias...
No §SH bound hosts found. You can bind a new one here. FroEmessas
Unconfigure

S5H-Bind
Bind remote hostvia S5H

S5LADAP-Bind

S5L-LDAP Bound Hosts:

Bind remote hostvia LDAP & SSL Mo SSL-LDAP bound hosts found. You can bind a new one here.
Configured Network Interfaces hd
e1000g0

Configured as
150.166.42.141/265 288 2860 with miu
1500

Feature request?

Aboul | Support | Add Capacity Register Waelcome Administrator | Logoul
@ Status @5 Settings a & Data Management €& Analytics
[Bx Appliance s Metwork 3¢ Misc. Services | Disks 3 Users 3¢ Preferences Console || Viewlog 5 Jobs
CREATE VLAN FOR NETWORK INTERFACE: E1000G1
Summary
Summary Network Settings VLANId |

The |D associated with the VLAN. Must be in range [1, 4095].
Create

Create Network Interface

Gateway | Create
Setup Default Gateway

Name Servers

Setup Name Servers
SSH-Bind

Bind remote hostvia SSH

SSLILDAP-Bind
Bind remote hostvia LDAP & SSL

Configured Network Interfaces. b

£1000g0
Configured as 192.166.1.31/255.255.0.0
with mtu 1500

Found a bug? Feature request? Request Technical Suppaort
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VLANSs can be provisioned over physical interfaces and aggregated links. Both options are suppor-
ted.

21.4 IP Aliasing

IP aliasing associates more than one IP address with a given networking interface. Physical

networking interfaces, VLANSs, and aggregated links can be aliased. Use the NMC command

I nmc:/$ setup network interface

to configure an IP alias.

For instance, the following configures an IP alias over the existing (physical) interface
e1000g1:

nmc:/$ setup network interface e1000gl ipalias

IP alias Id :

The ID associated with the IP alias link. Press Ctrl-C to exit.

Once created, an IP-aliased interface can be configured via DHCP or statically, as you would

configure an existing physical networking interface or aggregated link. Here is an example:

nmc:/$ setup network interface ipalias e1000gl:2
Option ?
destroy show dhcp static unconfigure

Navigate with arrow keys (or hjkl), 'gq' or Ctrl-C to quit

NMYV can also be used to set up IP aliases.

21.5 TCP Ports used by SGI NAS
SGI NAS by default listens on the following management ports:
* 2000 — Web GUI (NMV)

e 2001 — SGI NAS Management Server (NMS)
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* 2002 — SGI NAS Management Console daemon (NMCd)

* 2003 — SGI NAS Management DTrace daemon (NMDTrace)

. 21/tcp FTP
. 22/tcp SSH

. 443 /tcp WebDAV (https)

. 111/tcp Sun RPC

. 139/tcp CIFS (netbios)

. 445 /tcp CIFS

. 873/tcp RSYNC

. 2000/tcp Appliance's Web GUI (NMV)
. 2001/tcp NMS

. 2002/tcp NMC

. 2003/tcp NMDTRACE

. 2049/tcp NFS

. 4045/tcp NFS

. 10000/tcp NDMP server

. 9999/tcp Remote Replication

Disabling a network service closes the corresponding listening port. To disable a given service,

please use the NMC command:

I nmc:/$ setup network service

or the corresponding NMV page.

In addition to the ports open on the appliance itself, SGI NAS communicates to an outside

TCP and UDP servers on the following IANA documented ports:

22/tcp — SSH (ssh-bind to remote appliances)

123/udp — NTP
636/tcp — LDAP

3260/tcp — iSCSI initiator

3205/tcp — iSNS

25/tcp — SMTP (fault reporting, tech support requests)
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The following diagram provides a basic port coverage and commentary:

:22 ssh-bind from remote appliance

:22 ssh-bind Lo remole appliance

—

Appliance's clients

_,—)\\\_\_ ,
from remote appliances,
Delorean. no encryption.

:123 Network Time Protocaol (NTP)

/ :636 SSL-bind LDAP

>
:3260 iSCSI
/ :3205 iSNS
>
:25 SMTP mail
r
replicafi@n protocols to remote appliance >

Firewall Access Control Lists
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22 Managing the Appliance

You can adjust a variety of SGI NAS system settings using the NMC command:
I nmc:/$ setup appliance

Here are some of the options:
» poweroff — power off the appliance
e checkpoint — take a system checkpoint
* domainname — set the domain name
* hostname — set the host name
* mailer — change settings for email notifications
* netmasks — set subnetwork masks
* reboot — restart the appliance
» timezone — change the timezone for the appliance
» user — edit appliance user information

» usergroup — edit appliance user group information

You can see the full list of available options when you type 'setup appliance'.

22.1 Secure Access

SGI NAS systems provides secure access to other SGI NAS systems as well as

administrative management client applications on the network. The picture below illustrates an
appliance (with its main functional blocks) being accessed from/by another appliance and two
management clients. The inter-appliance access is executed either via SSH, or via SA-API

(The SGI NAS communication API), or both. All management client applications,

whether developed internally by Silicon Graphics International or by 3™ parties, access appliance via
SA-API.
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NMC, NMV, NMS...

another
appliance

NMV — Management View

NMC - Management Console

| SGI NAS

Runners
NMS - Management Server
2" tier Storage \ SGI NAS
Services Plugins...

In all cases, access to appliance requires client authentication. SGI NAS supports two
authentication mechanisms:

* via IP address of the client machine

» via ssh-keygen generated authentication keys.

The 2™, ssh-keygen based, mechanism is the preferred one. This is the mechanism used by
SGI NAS systems to communicate between themselves. The latter is required to run

storage replication services, to execute in a group mode, to switch between appliances for the
purposes of centralized management. To enable inter-appliance communication, simply use
NMC 'ssh-bind' command (see '14.12. How to establish SSH-binding'). Once the appliances

are ssh-bound, all the capabilities mentioned above are enabled automatically and executed in
a secure way.

To use IPv4 address based authentication, simply make sure that IP address of your

management client machine is recorded on the appliance, via NMC (for v3.0.3 and lower):

I nmc:/$ setup appliance authentication iptable

For SGI NAS v3.0.4 or higher use the following NMC command:
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I nmc:/$ setup appliance authentication dbus-iptable

Administrative access to the appliance is required to perform this command. Alternatively, to
use ssh-keygen generated authentication keys with your management application running on

Windows, Linux or any other platform, use the same NMC command:

I nmc:/$ setup appliance authentication keys

22.2 Registering the Commercial Version

You can display licensing information in NMV by selecting the 'About’ link or use the following

NMC command:

I nmc:/$ show appliance license

This will indicate whether you are using the trial or commercial edition, and how many days are

left in a trial.

After obtaining the commercial license, you can register in NMC using the command

I nmc:/$ setup appliance register

or click on the 'Register’ link at the top of the page in NMV. In NMV a form similar to the
following will appear, where you can enter the new license key:

You can request additional capacity using the 'Add Capacity' link in NMV. This will also
require you to update the license key. Capacity is based on raw disk drive capacity, and log,

cache, and spare devices are excluded from the calculation.

22.3 Installing/ Removing plug-ins

SGI NAS extension, a pluggable module or plug-in, can be easily added and removed.

SGI NAS plug-in implements a certain well-defined extended functionality and uses the

same Storage Appliance API (SA-API) as all the rest software components including 2nd tier
storage services, fault management and statistic collection runners, and the management
console and management web GUI. At installation time, plug-in integrates itself with the

appliance's core software.
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The currently available plug-ins include:
* Auto-CDP (Continuous Data Protection). Must be installed on a pair of (replicating)
appliances.
* NMV based API browser
* 1/O and network performance benchmarks

» network traffic probe

* HA plug-in called simple-failover. Must be installed on each appliance - member of a

simple-failover group.
* virtualization management plug-in VM DataCenter
 TargetFC
«  WORM (Write Once, Read Many)

A complete list of SGI NAS plug-ins is available from your SGI sales representative.

Note that plug-ins are not downloadable from the website. Pluggable modules are distributed

exactly in the same way as SGI NAS software upgrades and updates: via built-in reliable

transactional upgrade mechanism (see SGI NAS overview, Section 20.5. Upgrades). To list

already installed plug-ins, as well as plug-ins available for installation, run:

‘ nmc:/$ show plug-in

nmc:/$ show plug-in remotely-available

To administer an existing plug-in or install a new one in NMC, type:

I nmc:/$ setup plug-in

Alternatively, you can view, install and uninstall the SGI NAS extension modules using
the system web GUI.
Free Trial users - please note that commercial plug-ins are available upon request. When
requesting, please specify:
* Your SGI NAS license key
* Pluggable module name

SGI NAS pluggable extensions can be viewed and inspected:
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Aboul | Support | AddCapaity | Regisier | Help Welcome Administraior | Logout

(m (-5 Settings q @ Data Management @@ Analytics

[By Appliance s Network 3¢ Misc. Services . Disks  § Users 3¢ Preferences Console

T ——
Summary Installed plugins
Basic Settings
Hostname Plugin Version  Description
Set appliance host name i autosmart 1.0(r48)  AutoSmart, monitoring for hard drives
Domainname % autosync 3.1.1(r326) AutoSync, the replication extension
setapplanoe damalundie 25 rdaemon 3.1.0(r182) Remote Replication Dasman
Timezone d scsitarget 3.0.8(r543) COMSTAR iSCSI Target extension
Set geographical ime zone : 5
B sgi 01 SGl extension
Iimesetver & storagelink 10(r10)  Nexenta Storagelink rt modul
Set default ime server (NTP) 2% storagelin (r10) exenta Storagelink support module
Keyboard Remotely available plugins
Set default keyboard layout
(@ Installation of a pluggable module (plugin) is a transactional operation, which includes:
« searching for the specified plugin in the remote repository
« downloading it
View « installing the plugin and all its software dependencies
View checkpoints » registering it with the appliance software
Create A new system checkpoint is created and, at the end of the operation, NMS service is automatically restarted.
Create a new checkpoint
Plugin Version  Description
5 amanda-client 1.1(r8)  Amanda backup system - Client
s cord 35 apiviewer 0.11(r13) SA-APIviewer and browser for NMV
Set appliance password 1% bonnie-benchmark 1.4(rB) bonnie++ benchmark extension for NMC
Mailer 2% clamav-antivirus 0.8 (r20)  ClamAY AntiVirus extension for NMS
Set SMTP mail server account # cloudarchive 1.0(rl02) Cloud Archive extension for NMS
;I_uqm il 25 confguard 1.0 (rG) Configuration Change Management.
aiage plidins i lozone-benchmark 1.1(rl) iozone benchmark extension for NMC
2 iperf-benchmark 1.2 (rB) iperf benchmark extension far NMC
25 ntop 1.1 (rG) Collect and show network usage in Web GUI for NMS
Reboot i oracle-backup 0.1(r5)  Oracle DB backup extension for NMC
Reboot appliance : 5
% scsitargetic 3.0.6 (r435) COMSTAR FC Target extension
PowerOff - ;
Poer R Appiance ¥ ups 1.0(r21)  UPS monitoring and easy management extension
@& vmdc 3.2.2 (r677) VM Datastore Center management extension
_ 25 worm 1.2 (r24) WORM (write-once, read-many) extension
Wizard 1
Start Configuration Wizard 1
Wizard 2

Start Configuration Wizard 2

Feature req

st Technical Support

22.4 Saving and Restoring Configurations

An operational appliance may have multiple running auto-services: auto-tiers, auto-scrubs,

auto-snaps and auto-syncs. The appliance saves auto-services configuration along with some
appliance’s settings periodically and keeps up to three saved configurations. Sometimes, it is
required to execute the save action manually or to restore all or a part of configuration. These

actions can be performed with the NMC command:

I nmc:/$ setup appliance configuration
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Common tasks

« Manually save the configuration:

I nmc:/$ setup appliance configuration save

« Manually restore all or part of the configuration:

I nmc:/$ setup appliance configuration restore

« Restore all auto-service configuration of a volume (the appliance and other volumes

configurations are not changed):

I nmc:/$ setup appliance configuration restore -V <volume-name>

« Save appliance configuration to the specified destination folder:

I nmc:/$ setup appliance configuration save -F <directory-name>

+ Restore configuration from specified destination folder:

I nmc:/$ setup appliance configuration restore -F <directory-name>

The directory name can be relative or absolute. Using either choice has some implications for
SGI NAS configuations:

« Relative: Then an appliance-specific configuration (mailer, plug-ins, hostname settings,
etc.) is saved on the syspool and auto-services configurations are saved on volumes

(each volume contains configuration of it's own auto-services only).

» Absolute: All configuration is saved to the given directory. Inside it sub-directories for

each volume are created. Use this option to make a backup of the configuration.

Running the save or restore command without using the '-F' parameter makes appliance use a

default directory name. To display the current value, run:

I nmc:/$ setup appliance configuration location

After executing 'configuration restore' command you may choose from the list of available

options:
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nmc:/$ setup appliance configuration restore

all auto-tier nmc
auto-scrub basic nms
auto-snap mailer shared-services

Choosing 'all' restores all the mentioned option, including: Active Directory info, ID mapping

info, network IP address, iISCSI targets, NFS and CIFS shares, share permission settings, etc.

22.5 Upgrades

You can upgrade the SGI NAS system using the NMC command:

I nmc:/$ setup appliance upgrade

Sometimes upgrade cache files need to be cleaned up before the upgrade. Especially, if you

get the following message: WARNING: The following packages cannot be authenticated!

You can run:

I nmc:/$ setup appliance upgrade -C
or answer 'Yes', when you are asked: “Cleanup upgrade caches?”.

To upgrade the data volume to the latest version, use the NMC command:

I nmc:/$ setup volume <volumename> version-upgrade

To update all folders to the latest version, use the NMC command:
I nmc:/$ setup folder version-upgrade.
To upgrade the version of the only one specified folder, run

I nmc:/$ setup folder <foldername> version-upgrade

To upgrade specified folder and its subfolders, run:

I nmc:/$ setup folder <folder name> version-upgrade -r

SGI NAS provides the possibility to upgrade locally, without an Internet connection. In order
to upgrade locally, send a request to SGI Support for upgrade ISO with your license

keys. After receiving upgrade ISO, burn a CD, insert it to your appliance CD-ROM drive and
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run the following command:

I nmc:/$ setup appliance upgrade -c
This command will automatically issue the local upgrade procedure.
You can also save Upgrade ISO to USB flash drive and follow the Local upgrade instruction in

NMC help text. To see these instructions, run:

I nmc:/$ setup appliance upgrade -h
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23 Contact information

23.1 Support request

To contact support at SGlI, click on 'Support':

Aboul | Support | Add Capacity | Register | Help Welcome Administror | Logout

(m (m @ Data Management S@ Analytics

[ Console [=]Viewlog <5 Jobs

Send Request REQUEST FOR TECHNICAL SUPPORT

e From this page a simple E-Mail can be sent to support technicians via configured SMTP mail server.
« This E-Mail will include a snapshot of your system settings and configuration.
« Collected information will reduce the time spent on tech suppaort.

Company | |
Contact E-Mail [roor@locaihost |

Category | Other |

General NexentaStor issue -> Other

Subject | |

Varvosty

Includes extended logging and diagnostics.

Comment

| Send Request |

Found a bug? Feature request? Request Technical Support

or type the following NMC command:

I nmc:/$ support

which will then prompt for a subject and message.
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23.2 Other resources

For licensing questions, please contact your SGI sales or support representative.
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